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Executive Summary

1. Datafied Society

Digital infrastructure increasingly enables
the extraction, exploitation, processing and
analysis of personal and behavioural data.
Data analytics have not just become the core
of the digital economy but also constitute a
growing feature of the public sector. Wide
areas of public administration are now based
on, or at least informed by, the aggregation of
data for the purpose of profiling, categorising,
sorting, rating, ranking and segmenting
populations, and then treating them
distinctly. Scoring systems and other forms
of predictive analytics are prime means to
assess citizens yet these systems are applied
mostly without the knowledge of those
being analysed and the exact mechanisms
of data analytics remain obscure. Citizens

are classified according to criteria that are
not transparent, with consequences they do
not know about, and without an open way of
redress. As citizens are continuously profiled
and evaluated, there is a power shift from
citizens to the state.

2. Institutional Dynamics

In order to explore the possibilities for public
intervention into the institutional roll-out of
data analytics in government, we investigated
two case studies: risk based verification
(RBV) and facial recognition technology
(FRT). For RBV, we explored contextual
factors relating to its implementation,
including opportunities for the public to
influence decision making processes. For
FRT, we investigated regional differences in
opportunities for citizen involvement in the
UK that might be linked to the devolved
political contexts in Scotland and Wales.
Our case study of RBV points to a
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All this raises fundamental questions
regarding the quality of democracy in

a context of datafied administration

and governance. Whereas a democracy
requires that the people adopt the role

of the sovereign, in a datafied society this
sovereign does not have much knowledge,
understanding, or say in how it is treated. Key
guestions arise: What are avenues for people
to participate in decisions about the use of
predictive analytics by public institutions?
How can they intervene into an increasingly
automated state? How can the datafied
society be democratised?

To investigate these questions, this report
addresses six themes: 1. Institutional
dynamics; 2. Initiatives of civic engagement; 3.
Oversight and advisory bodies; 4. Civil society
strategies; 5. Alternative Imaginaries and
Infrastructures; 6. Data literacy.

widespread absence of citizen and civil
society consultations carried out by UK local
authorities regarding the implementation
and use of this system, as well as a quasi-
consensus that it is not necessary for the
public to be consulted on the use of this
system. Given the proprietary nature of

the algorithms underpinning RBV and

the questions over its accuracy, we argue

it is disappointing and inadequate that
citizens are unable to engage in these
issues. Regarding FRT, the findings similarly
highlight few opportunities for citizens to
be meaningfully involved in decisions about
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the implementation and deployment of

this technology. Both South Wales Police
(SWP) and the London Metropolitan Police
Service (MPS) have made some effort to
inform the public but without meaningfully
incorporating citizen views in policy
development. Our findings paint a different
picture in Scotland with a more thorough
engagement with the issues at stake, and
Scottish civil society appears to have provided

3. Models of Civic Engagement

Under the broader banner of ‘democratic
innovation’, the use of ‘'mini-publics’ has
been a particularly prominent model

for advancing civic participation beyond
electoral processes. Mini-publics encompass
events that bring together a cross-section of
the population to deliberate on an issue of
great public concern and develop guidelines,
principles or policies. Depending on their
size, composition and policy orientation,
different models include citizen assemblies,
citizen juries, citizen summits, deliberative
polls, public dialogues, etc. Some of these
have increasingly been applied in the UK
and elsewhere to discuss the use of data and
Al. For example, a citizen jury in Manchester
in 2019 addressed Al decision making in
criminal justice, recruitment, and healthcare;
a citizens’ summit in London in 2020 brought
together 100 people to deliberate on the

use of health and care data; and a Citizens’
Biometrics Council in 2020 explored the use
of facial recognition technology by police. An
important finding from these events is that
citizens are able to investigate even highly
technical and expertise-driven topics around
data and Al and develop detailed policy
proposals.

Our research suggests that participatory
initiatives can serve as useful interventions
into decision-making processes and
incorporate citizen voices. Non-expert
citizens are able to formulate preferences

space for debate and a more cautious
approach to FRT. Whereas the Scottish
Biometrics Commissioner’s remit ostensibly
provides a mandate for public engagement,
we found that oversight groups in England
and Wales operate with less transparency.
Ethics committees and advisory groups
appear to be a missed opportunity to seek
public input.

and policy responses to even complex
issues such as datafication and Al. These
initiatives have often had the most direct
impact when they had a narrow policy
focus. However this may simultaneously
limit their broader democratic impact and
allow the commissioning and organising
institutions significant leeway to shape the
agenda, limit the scope of deliberation

and steer participants’ perception of an
issue. Deliberative initiatives that engage
with narrow agendas rather than emerging
as bottom-up popular intervention

may thus risk becoming an exercise of
legitimising policy decisions and thereby of
‘engagement-’ or ‘participation-washing’.
Further, while most mini-publics are based
on a randomly selected cross-section of the
population, the uneven implications of data
analytics have led to calls for prioritising
the inclusion of affected communities and
marginalised groups. In the field of data
and Al, wider societal representativeness
has to be balanced with the need for
incorporating marginalised voices. Finally,
while these initiatives may open up policy
debate, they do not transfer decision-making
power to citizens. A more comprehensive
institutionalisation of participatory models
requires further development.
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4. Oversight and Advisory Bodies

A broad set of oversight and advisory
bodies have emerged in the UK to uphold
accountability and public interest with
regards to the development and use of data
as well as data-intensive technologies such
as Al. This data governance landscape forms
a highly interconnected oversight ecology,
with considerable overlap in terms of both
the remit and the activities carried out by
different bodies. There is a particular focus
on gathering evidence for policy-making
through reviews, research activities, and
public education and engagement, leading
to guidance for industry, the public sector
and government. Restrictive policy and
more substantive demands, such as for a
moratorium on facial recognition technology,
are less common. Our research highlights
that - depending on the institution - a lack
of power and/or enforcement means that
oversight bodies tend to rely on affecting
change through ethical frameworks and
guidance.

5. Civil Society Strategies

This section of the report explores how
agendas of civic participation are formed

and advanced by civil society groups (both

in the UK and beyond); what their specific
understandings and priorities are; and

what challenges might inhibit community
and citizen voices. The research illustrates
considerable concern amongst civil society
groups about the rapid roll-out of data
systems in the public sector and the lack

of community and citizen participation. It
highlights different strategies pursued by civil
society to protect civic rights, prevent harms
from datafication, and advance citizen voices.

These entail advocacy on behalf of citizens

While these bodies educate and inform
citizens, and protect their interests by
taking forward individual complaints, they
focus less on providing opportunities for
direct and participatory public scrutiny into
data governance. Citizen participation has
been advanced through the deliberation

of data ethics and safeguards and through
engagement initiatives (such as those
outlined in the previous section). However
our research indicates that these efforts

are largely limited to short-term projects or
sporadic exercises that do not constitute a
coherent or systematic civic participation
paradigm. The content and purpose of

this engagement has often been confined
to gathering public opinion or exploring
broader principles that should govern data-
driven technologies, but falls short of a more
thorough democratisation of decisionmaking
about datafication. Complementing
institutional efforts, new forms of community
oversight are emerging as grassroots
initiatives guided by a more fundamentally
participatory approach.

through strategic litigation; policy advocacy
activity; research investigations; and
engagement with oversight bodies such as
the ICO. Other strategies, such as the creation
of data rights tools and leveraging data
protection rights to resist data collection,
have given citizens the opportunity to
participate directly in the governance of the
datafied society.

Whilst these different strategies have
advanced citizen rights and interests, they
have tended to be ‘reactive’ (after the harm)
rather than ‘proactive’ (preventing the harm).
Further, while the predominant focus on
individual rights and responses has led
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to significant improvements and support,
interviewees pointed to the need for more
collective approaches and systemic change
towards a more people-centred datafied
society. There was a general consensus
amongst our interviewees on the need to
connect data issues to broader questions of
democracy and democratic process in order
to advance civic participation in this space.
This has involved a growing focus on areas
such as the procurement of data systems.
At the same time, civil society activity in
relation to data issues is relatively fragmented

depending, not least, on differences in
representation and accountability. In
particular, there was a recognition amongst
several of the groups we interviewed

that there continues to exist a degree of
separation between technology-focused
groups (e.g. digital rights) and social justice
groups (e.g. welfare or migrants’ rights). This
separation was considered to stifle forms

of civic participation especially in terms of
reaching impacted communities to inform
strategy and advocacy.

6. Alternative Imaginaries and Infrastructures

A set of promising alternative practices,
models and imaginaries have emerged in
social movement responses to datafication,
particularly algorithmic resistance and data
activism, and offer valuable approaches to
rethinking data. Our interviews highlighted
five imaginaries that could advance citizen
participation in the datafied society. One
concerns rethinking data as a public good,
requiring the creation of new bottom up data
governance models. The second imaginary
centres on the accountability of algorithms,
suggesting that datafied societies can be
made more equal if algorithms are rewritten
to correct for historic biases, particularly by
reorienting them towards fairer resource
allocation. Thirdly, and influenced by
Community Wealth Building and public
ownership debates, we may reimagine
public procurement as a progressive process
and a key site for citizen and democratic
intervention that would see the procurement
of data-enabled technologies opened up

for community involvement, imposing

more accountability on public-private
partnerships. The fourth imaginary envisions
the institutionalisation of citizen participation
through citizen bodies and networks that
have direct contact with decision-makers

or direct involvement in decision making
processes in relation to data. The fifth

imaginary resists the power structures
upholding datafied racial inequality and
envisages black and other marginalised
communities reclaiming and reappropriating
data driven technologies, encompassing

the process of big data abolition that is a
template for simultaneously creating new
data infrastructures while dismantling the
power structures that uphold the status quo.

Our findings highlight some valuable
lessons and broader issues. For instance,
the procurement imaginary indicates

that progressive procurement could be
leveraged to systematise a degree of citizen
participation before data systems are
implemented, while the D4BL case study
shows the importance of creating new data
infrastructures in tandem with strong data
activism and grassroots movement building.
This spotlights concerns that technological
transformations are limited unless they are
accompanied by broader structural change.
Technical solutions may rarely resolve deep-
rooted and systemic non-technical problem:s.
Further, the findings illustrate a concern
that placing data and data infrastructures
in the hands of the people may not address
the prominence of underlying norms and
values. Finally, the findings point to an
unresolved tension between the individual
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and the collective within some imaginaries,
highlighting the limitations of individualised
solutions to collective problems.

7. Data Literacy

Participation requires knowledge and
understanding. Data literacy therefore
represents an important component of
broader agendas to advance citizen agency
and empowerment. There is growing
consensus amongst data literacy scholars
and civil society that efforts to advance
data literacy need to incorporate a broader
understanding of data collection, analytics,
automation, and predictive systems, as
well as the ideologies, political-economic
structures and power relations that underpin
datafication. A key strategy in supporting
the development of data literacy is the
development of online tools that provide
citizens with practical means to scrutinise
data practices and to understand, shape,
object and protest their datafied realities.
While many of the existing tools focus on
strengthening critical awareness among
individuals, a growing number of resources
mould data literacy into a collective
endeavour.

Their limitations include a focus on

already engaged citizens, at the expense

of marginalised communities, unless this
strategy is embedded in literacy development
at schools, public libraries and community
centres, and the training of practitioners such
as teachers, community workers, librarians
and youth workers. This prompts a deeper
concern as to what extent data literacy
promotes an ideal set of skills and type of
citizen. The research problematizes the
literacy-participation nexus by highlighting
that critical awareness provided by data
literacy tools is not necessarily translated by
citizens into participatory action. Further,
attempts to ‘scale-up’ literacy by reaching
abstract publics often proves less successful

than approaches that are more contextual
and anchored to the everyday realities of

the communities they are designed for. Our
research suggests that data literacy tools and
practices can have significant impact when
they are created and/or used by specific
communities to advance their own collective
needs or political goals.
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Citizens are increasingly assessed, profiled,
categorised and scored according to data
assemblages, their future behaviour is
predicted through data processing, and
services are allocated accordingly. In a
datafied society, state-citizen relations

are increasingly affected by algorithmic
decision-making. Yet while people become
infinitely knowable, they have little ability to
interrogate and challenge the use of their
data. This raises significant challenges for
democratic processes, active citizenship and
public participation.

How, then, do we participate as active
citizens in a society in which we are
constantly assessed according to data
analytics which we do not understand? How
do we intervene into algorithmic governance
processes and affect the development and
management of the very data systems

that increasingly organise society? How

do we maintain civic participation in a
context of rapid technological and social
transformation, and how do we develop new

democratic processes to ensure participation,

transparency and accountability?

To explore these questions, members of the
Data Justice Lab at the School of Journalism,
Media and Culture (JOMEC) at Cardiff
University carried out a research project
between 2019 and 2021. With funding from
the Open Society Foundations (OSF), we
investigated how citizens can intervene into
the development and implementation of
data systems and how they can advance
civic participation in an increasingly datafied
society. Building on the previous research
project ‘Data Scores as Governance’ which
provided the first comprehensive analysis

of data-driven citizen scoring in the public
sector in the UK, this project analysed the

Introduction

practices, structures and constraints of citizen
engagement with datafied governance.

We applied a multi-dimensional
perspective to combine a broad set
of social dynamics, organisational
settings, and points of citizen
intervention. Our investigation
stretched across the following areas:

« Institutional dynamics: What spaces
do institutions offer for consultations,
feedback and critique, and to
what extent do they offer space for
meaningful citizen contributions?

« Models of civic engagement: What
are the prospects and challenges
of citizen assemblies, citizen juries,
and other practices of citizen
engagement?

« Oversight and advisory bodies:
What would citizen-oriented and
participatory forms of oversight
entail?

« Civil society strategies: How can
organised civil society advance
people’s voices and concerns with
regards to datafication?

« Alternative Imaginaries and
Infrastructures: What new agendas,
concepts and practices are emerging
in support of people-centred data
infrastructures?

« Data literacy: How can knowledge
about datafication advance people’s
role in data-related debates?

This report explores, maps and analyses
pioneering citizen practices and emerging
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Introduction

forms of institutional reform, and seeks

to offer insights into possibilities and
challenges for democratic engagement,
citizen inclusion and accountability. It does
not claim to be comprehensive. Several
prominent avenues for enhancing civic
participation and accountability are not
investigated here - incl. the substantial field
of research and practice on algorithmic
accountability, and growing interest in new
forms of data stewardship, such as data
trusts and data cooperatives. It focuses
instead on possibilities for citizens to
intervene into decision-making - typically,
by government and the public sector -
about the deployment of data systems,
automated decision-making, and artificial
intelligence.

As the Data Justice Lab is located largely
in Cardiff, UK, the regional focus for this
research was the UK and most of the
case studies and practices we explored
have occurred here. However we have
situated these in the context of broader
international developments. Some of
the cases we looked at have unique
national characteristics, but many of them
constitute examples for developments
and trends which can be observed
internationally.

The research encompassed a wide set

of interviews with representatives of
government and oversight institutions,
civil society organisations, and developers
of technical tools and infrastructures. It
included the review of academic literature,
reports of participatory initiatives, and
policy documents. And it benefitted from
a multi-stakeholder workshop with experts
and practitioners of civic engagement
(June 2019) as well as the international
academic conference ‘Civic Participation
in the Datafied Society’ (May 2021), both of
which were organised by the project team.

In addition to this report, the team

produced a public sector guidebook on
how to advance civic participation in the
roll-out of data systems and a guidebook
of civil society tools on advancing data
literacy, both are available from our website
http://www.datajusticelab.org. Each
section was led by one member of this
group, within a common framework and
project design. Further, the website http://
www.datafiedsociety.org was created to
provide a summary of key arguments that
are presented in this report. Academic
publications are being developed at the
time when this report is completed.

The structure of the report follows the

six themes that formed the main axes

of the research project. It first outlines
the conceptual and theoretical context
of civic participation in data governance,
and explains the research methods that
were applied. For each of the six themes,
it then offers a more specific and focused
literature review, a mapping or outline of
prominent practices, and an analysis of
interviews and documents. This structure
differs slightly across the different chapters
and themes but follows, in principle, a
common approach.

This report was collectively researched
and produced by the Data Justice Lab,
including its co-Directors Arne Hintz, Lina
Dencik, Joanna Redden and Emiliano
Treré, and Research Assistants Jess Brand
and Harry Warne. Each section was led
by one member of this group, within a
common framework and project design.
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Data analytics are increasingly being

used in government to capture, track

and analyse human activity and to make
decisions about public services—such as
social security, health and housing—and
state interventions—such as policing and
criminal justice. Automated decision
systems (ADS) are used by companies,
local authorities and other state agencies
to make predictions about citizens’ needs
and actions, and inform how public
services are delivered. Public authorities
hope these tools can lead to more efficient
and effective public services, yet concerns
have been raised over privacy implications,
discriminatory effects, and the accuracy of
data systems.

A growing set of concerns revolves around
guestions of democratic accountability.

Datafication

The emerging capacities in analysing ‘big
data’ have led to new opportunities ‘to
extract new insights or create new forms of
value’ (Mayer-Schonberger & Cukier, 2013,

p. 8). Data analysis has enabled the private
sector to enhance productivity and has
created a new economic sector based on
the processing of data about people. This has
been hailed as a ‘new industrial revolution’
(Hellerstein, 2008). Yet data analytics have
affected decision-making in a wider range of
sectors. Algorithms - automated instructions
to process data and produce outputs - may
allow for understanding previous occurrences
and predicting future behaviour, which

may offer opportunities for both private and

As people are increasingly categorised,
profiled and scored with data that is
collected about them, their performance
as citizens is assessed and their position in
society affected. Yet this usually happens
without their knowledge, without an
understanding of the implications for their
lives, and with few possibilities to object

or resist. How, then, can the public have

a say in how these systems are used, and
how can citizens influence the deployment
of algorithmic and automated decision-
making?

Before exploring these questions in

more detail, this chapter will situate the
research within ongoing academic debates
around datafication and accountability,
participation, and democratic innovations.

public governance (Gillespie, 2014). ‘If data
is the new oil’, notes the New Economics
Foundation, ‘then algorithms are the new
refineries’ (McCann et al, 2018, p. 19).

Data analytics promise a scientific and fact-
based method for tackling uncertainty. Risks
are rendered perceptible through algorithmic
calculation and can improve ‘proactive’
forms of governance (Amoore & Piotukh,
2016). This has been acknowledged in the
context of security concerns, but also as an
opportunity to enhance the delivery of public
services and devise better responses to social
problems. As technologically-generated and
value-neutral information, data may reduce
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subjective judgement and thus offer a more
rational, impartial, reliable and legitimate way
of decision-making (Mayer-Schonberger &
Cukier, 2013).

However, these assumptions have been
critically interrogated by scholars, particularly
in the emerging academic field of critical
data studies. A key concern has addressed
the characterisation of data as benign,
neutral and objective that reflects ‘the world
as it is’ (Kitchin & Lauriault 2015, p. 3). Rather,
as critics note, data is always constructed
based on the goals, interests and cultures of
institutions and individuals (incl. case workers,
department heads, and the developers of
algorithms), and the perceived objectivity
and neutrality of data have been criticised

as ‘carefully crafted fictions’ (Kitchin, 2014).
This also means that the representation of
‘reality’ by data and, more specifically, the
relationship between people and the data
collected about them is not self-evident

(van Dijck, 2014). Data analytics may provide
a reduced lens on society (Berry, 2011) and
shape the reality it measures by focusing

on specific objects, methods of knowing,

and understandings of social life (boyd &
Crawford, 2012; Cheney-Lippold, 2017). Rather
than representing society, data may construct
it - as Kitchin (2017, p. 25) notes, data ‘are
engines not cameras.’

Further, critics have highlighted the risks and
implications of increased monitoring and
surveillance of populations through data (Van
Dijck, 2014; Lyon, 2015) and have analysed a
wider range of harms, such as discrimination,
that may be caused by the use of big data
(boyd & Crawford, 2012; Redden, et al., 2020).
They have raised concerns regarding the
‘operative logic of preemption’ (Massumi,
2015) inherent in data-based governance that
challenges practices and understandings of
the democratic process (Andrejevic, 2017)
and focuses on managing the consequences,
rather than seeking to understand underlying
causes, of social ills (Lyon, 2015). In a world

dominated by security considerations, ‘risk
management’ has become a prominent goal
of many data analytics systems (Coaffee &
Murakami Wood, 2006; Aradau & Blanke,
2015).

These challenges have become particularly
pertinent with the increasing use of data
systems in the public sector. Citizens are
categorised, assessed and profiled based on a
variety of personal and behavioural data, and
public services as well as state interventions
are targeted accordingly. Scoring systems
and other forms of data analytics are used

to compare and segment public service
recipients and prioritise interventions. In
previous research, we explored this practice
of “citizen scoring” and analysed its impacts
(Dencik, et al., 2018). Generally, the increasing
use of data analytics in the public sector - and
thus the emergence of the ‘datafied society’

- has significant implications for state-citizen
relations (Hintz et al, 2019).

13
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Algorithmic accountability

As a first step towards addressing these
challenges, critics in academia and

civil society have identified the need to
understand the technological systems that
profile and categorise us. Ongoing research
on auditing algorithms and data systems
(Kitchin 2017, O'Neil 2016, Reisman et al.
2018) has aimed at unwrapping the “black
box” (Pasquale 2016) of algorithms and

data systems, and has served to address the
obscurity of their functions. Computational
scholars have explored the reverse-
engineering of algorithms as a strategy to
better understand how they process data
and thus improve transparency (Diakopoulos
2014).

Algorithmic accountability has emerged as
a field of research that seeks to understand
how algorithms work, how bias and
inequality are coded into them, and how
just and fair forms of algorithmic decision-
making can be achieved (Wieringa 2020).
Several divergent approaches exist. Some
have proposed technical interventions to fix
biases, create fairer and more accountable
algorithms, and code definitions of fairness
into the design of data systems (e.g.,
Albarghouthi & Vinitsky's (2019) as a form of
“fairness-aware programming”. Others have
focused on the explainability of algorithmes,
for example exploring the possibilities of
explainable Al (“xAl") for enabling human
comprehension of how automated decision-
making systems reach decisions, and
thereby rendering them more trustworthy,
contestable and, ultimately, accountable
(Mittelstadt et al., 2019; Wachter, et al.,
2018). Barocas et al. (2020) highlight that
explainable Al is gaining traction even within
industry circles.

However the limitations of an approach that
focuses on system failures and correcting
bias in computational processes are also
becoming apparent, and a growing range of
scholars have highlighted the significance

of social context and structures in relation

to automated decision-making (e.g., Katell
et al., 2020; Green, 2020). Brown et al. (2019)
have argued that a better understanding

of affected communities’ concerns is
fundamental to realising algorithmic
accountability. Their study of datafied

child welfare services found that technical
interventions to achieve fairness by design
and auditing are “in and of themselves
insufficient for ensuring that resulting
algorithmic systems are perceived as fair and
just”, and they suggest that technological
solutions must work in tandem with broader
policy changes (ibid., p. 10). Katell et al’s
‘Algorithmic Equity Toolkit’ aims to expand
algorithmic accountability by understanding
algorithmic discrimination as “a product of
societal inequity rather than as solely a result
of inaccurate performance by models or
under-representative training data” (Katell,
et al., 2019; 2020: 46). The Toolkit was created
through participatory design and action
methods with Seattle community members
in order to foster more empowered advocacy
and decision-making.

Further, researchers have begun to critique
the logic underpinning algorithmic
accountability, with some arguing that
computer science concepts such as
abstraction and modular design allow
programmiers to fall into the traps of abstract
analysis and thereby divorce fairness from
the social context in which an algorithm

will be deployed (Selbst, et al., 2019). Hanna
et al. (2020) problematise the way in which
algorithmic accountability methodologies
adopt a conceptualisation of race as a

fixed attribute and so fail to attend to the
socially constructed nature of race, which,
they argue, “can serve to minimise the
structural aspects of algorithmic unfairness”
(ibid., p. 2). Finally, several researchers have
disputed the epistemic claims of algorithmic
accountability which extend the logic of what
Green and Viljoen (2020) call algorithmic
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formalism by treating fairness as a metric
and failing to provide the methodological
tools “necessary to fully identify and act upon
the social implications of algorithmic work”
(ibid., p. 20). Elsewhere, Green has argued for
the need for “epistemic reform” to counter

The crisis of democracy

If technical solutions to the problem of
accountability are facing limitations and if -
as we claim in this research - the datafication
of society has broader democratic
implications, a perspective on democracy
and participation outside the realm of data
analytics is required to situate datafication in
its social and political context. In this respect,
many observers point to serious problems of
the current state of democracy. Prominent
concerns include increasing “polarisation,
populism, and pessimism” (OECD, 2020,

p. 20), social disconnectedness and “a
dissatisfaction with elites running things on

the public’s behalf” (Breckon, et al., 2019, p. 4).

Patriquin notes there is minimal satisfaction
with democracies in the West as citizens
feel abandoned by political elites (Patriquin,
2020: ix). The Open Government Partnership,
in a 2019 report, claim the promises of the
ballot box often fall short, with citizens
perceiving their elected governments to

be unresponsive to their needs, or corrupt
and captured by special interests (Open
Government Partnership, 2019, p. 2). Fung &
Wright assert that political representation

is ineffective in facilitating active political
involvement of the citizenry and that core
institutions of the democratic state are no
longer seen suitable to achieve social justice
and economic well-being (Fung & Wright,
2001).

Popular literature has discussed, e.g.,
How Democracy Ends (Runciman,
2018) in exploring what is perceived as
a contemporary and worsening crisis
of democracy, resulting from a variety

the limits of algorithmic fairness, particularly
its narrow concern with human bias, which
Green finds individualistic and legitimising
compared with the broader objective of
substantively transforming population
inequity (Green, 2020: 603).

of factors - from complacency to the
proliferation of social media. Claims of a
crisis of democracy have been raised before
and have addressed different and often
contradictory dimensions, from overly
bureaucratic political systems (Crozier

et al, 1975) to a deficiency of democratic
processes. However contemporary analysis
combines different diagnoses, incl. high
levels of citizen disaffection with politics, a
lack of political literacy, low levels of trust

in governments and politicians, and the
decline in membership of political parties,
among other factors, towards a mosaic of
democratic crises that further problematize
the democratic implications of data systems
(Ercan & Gagnon, 2014).
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Participation

At the core of the democratic principle, as
well as its recent challenges, lies the concept
of participation. Yet in its different iterations,
from grassroots movements to institutional
forms and to wider practices of deliberative
democracy (Pateman, 2012), it has come to
mean different things to different people and
is therefore worth unpacking. As Carpentier
(2016) notes, there is “hardly a consensus on
how participation should be theoretised”, a
“considerable vagueness on how participation
should be researched”, and “debate on how
participation should be evaluated” (ibid., p.
70). To start with, and following Carpentier,
we may distinguish a sociological approach
and a political (studies) approach:

The sociological approach defines
participation as taking part in particular
social processes, a definition which
casts a very wide net. In this approach,
participation includes many (if not

all) types of human interaction, in
combination with interactions with
texts and technologies. ... In contrast,
the political approach produces a
much more restrictive definition of
participation, which refers to the
equalisation of power inequalities in
particular decision-making processes
.. Participation then becomes defined
as the equalisation of power relations
between privileged and non-privileged
actors in formal or informal decision-
making processes. (lbid.: 70-72)

Pateman (1970) highlights the importance
of power and influence in assessing different
forms of participation. A seat at the table of
decision-making processes without actual
decision-making power would therefore

be “pseudo participation”. Being able to
influence a decision, according to Pateman,
would be “partial participation” but still “not
the same thing as to be in a position to ...

determine the outcome or to make that
decision” (lbid.: 68-69). “Full participation’, in
contrast, would consist of “a process where
each individual member of a decision-
making body has equal power to determine
the outcome of decisions” (Ibid: 71). While
Pateman was mainly referring to the
workplace, her thinking has been adapted to
other contexts. The focus on industry contexts
also illuminates her distinction between
“participation” and “democracy”, stating that
we may find ourselves with participation in
a given system but without democracy: “Not
only is it possible for partial participation at
both management levels [higher and lower]
to take place without a democratisation of
authority structures, but it is also possible
for full participation to be introduced at

the lower level with the context of a non-
democratic authority structure overall”
(Pateman, 1970, p. 73). This perspective
points us to the centrality of political and
institutional structures and to the broader
goals and motivations of engaging the
public: Does this engagement involve an
actual transfer of power? What is the shape
and degree of influence that is conveyed to
citizens and communities? Or is participation
closely limited and thus to be understood as
a management or PR tactic - “participation
washing” - rather than the delegation of
power?

Arnstein’s “ladder of citizen participation” has
been influential in operationalizing these
distinctions (Arnstein, 1969). Like Pateman,
she moves beyond a general and seemingly
non-controversial notion of participation to
explore its role in political and economic
power.

.. Citizen participation is a categorical
term for citizen power. It is the
redistribution of power that enables the
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have-not citizens, presently excluded
from the political and economic
processes, to be deliberately included

in the future. It is the strategy by which
the have-nots join in determining how
information is shared, goals and policies
are set, tax resources are allocated,
programs are operated, and benefits
like contracts and patronage are
parcelled out. In short it is the means by
which they can induce significant social
reform which enables them to share

in the benefits of the affluent society.
(Ibid., p. 216)

As Arnstein states, “There is a critical
difference between going through the
empty ritual of participation and having

the real power needed to affect the
outcome of the process” (Ibid.). She offers

a typology of eight rungs on a ladder of
citizen participation, from manipulation

at the bottom up to citizen control. From
bottom to top, she provides three meta-
categories: nonparticipation (manipulation,
therapy), degrees of tokenism (informing,
consultation, placation), and degrees of
citizen power (partnership, delegated power,
citizen control) (Ibid.: 217). These amount to a
spectrum of participation, from “empty ritual”
up to “real power”.

As Arnstein explains, “nonparticipation”

(the bottom two rungs of the ladder) is
characterised by the objective of power
holders to educate or “cure” participants
rather than to genuinely enable them to
participate in government programmes
(ibid). For Arnstein “tokenism” is what is being
offered to participants when power holders
provide opportunities for have-nots to be
informed or consulted (rungs three and four
of the ladder), essentially allowing have-

nots “to hear and be heard” but ultimately
maintaining the status quo since participants
lack the power to insure that their views are

actually implemented or result in change.
The highest level of tokenism is “placation”
(rung five) whereby participants may have an
advisory role but power holders still maintain
the right to decide (ibid). More citizen

power is granted through “partnerships” that
enable participants to negotiate with power
holders (rung six) but Arnstein argues that
meaningful citizen power is not granted until
“delegated power” (rung seven) or “citizen
control” (rung eight) enable have-not citizens
to exercise full managerial or decision-
making power (ibid).

Citizen control
Citizen control

Delegation

Partnership

Placation
Consultation Tokenism

Informing

Therapy

Manipulation Nonparticipation

Figure 1: Arnstein’s ladder.

Arnstein herself recognised limitations to
this model, including the rather simplistic
juxtaposition of powerless citizens and
the powerful as homogeneous blocs. Yet
she notes that “in most cases the have-
notes really do perceive the powerful as

a monolithic “system”, and powerholders
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actually do view the have-nots as a sea of
“those people,” with little comprehension of
the class and caste differences among them”
(Arnstein, 1969, p. 217). She highlights that
the ladder does not include an analysis of
the “most significant roadblocks to achieving
genuine levels of participation”, and cautions
that the separate rungs on the ladder are
not as tidy and differentiated as they may be
presented (lbid: 217-218).

Carpentier builds upon these reflections,
adding that not only can the distinctions
between rungs blur, but that “participatory
intensities can change over time”, can be
subject to struggles within the process

itself, can “conflate the participatory and

the critical”, and the ladder approach can
“black box” notions of power, leaving them
under-theorised (Carpentier, 2016, p. 76-77).
Carpentier offers an alternative in the form
of a multi-leveled analytical model with a
series of analytical steps (focused on media
participatory processes) that looks at the
process itself and its field as well as the actors,
decisions, and power relations that constitute
a particular participatory process (Carpentier,
2016, p. 75-84). Taking the process and its field
as a starting point allows for a restricted but
detailed analysis of the specific occurrence
of participation, while also foregrounding

the specific field(s) - media, cultural,

familial, political, economical etc. - which

a participatory process is situated within,

and an analysis of the basic characteristics

of this field. This leads to an examination of
the knowledges, positions, interests, stakes,
commodities and histories that construct

the field, together with how the exact
relationships between the participatory
process and the field are organised.

The model further requires attention to the
actors involved in the participatory process;
their material positions, identities and roles;
decisions and ‘decision-making moments’;
and power relations (incl. generative,
restrictive and resistant aspects of power).

Power positions of the actors are compared,
with particular focus on those of privileged
and non-privileged actors. Noting that the
“structuring question is how equal the power
relations are in the entire participatory
process” (ibid, p. 83), Carpentier seeks to
identify “particular areas of power-sharing
while other decisions are taken by privileged
actors” (which he labels “participatory
pockets”).

These approaches problematize established
meanings of participation, explore nuances
and operationalize them as analytical
categories. The investigate the social, political
and economic context of participation and
draw attention to both actors and institutions.
As Chilvers et al. (2018) note, the “burden

can no longer only be placed on publics to
participate, but should equally be placed on
institutions to account for the relevance of
diverse publics and forms of participation
across socio-technical systems” (p. 209).
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Democratic innovations

In response to the deficiencies and potential
crises of democracy, and specifically
shortcomings in wider public participation,
interest has been emerging in how to
enhance the participatory and deliberative
gualities of democracy. Cox, for example,
claims “the roots of our contemporary
democratic crisis lie in the very narrow ways
in which we have come to conceive of our
democratic rights and activities,” going on
to suggest that democratic innovation is the
answer (Cox, 2020). Smith, in his seminal
book Democratic innovations: designing
institutions for citizen participation, defines
democratic innovations as,

Institutions that have been specifically
designed to increase and deepen
citizen participation in the political
decision-making process (Smith, 2009,
p.5)

These would, according to Smith, “take us
beyond traditional modes of institutionalised
engagement, namely competitive elections
and consultation exercises” (ibid., p. 6).

He offers four categories of democratic
innovation: popular assemblies, mini-publics,
direct legislation, and e-democracy (Smith,
2009: 28-31). Baiocchi & Ganuza (2017)
suggest that

Democratic innovations cover a wide
range of instruments: participatory
budgets, citizen juries, deliberative
surveys, referenda, town meetings,
online citizen forums, e-democracy,
public conversations, study circles,
collaborative policy making, alternative
dispute resolutions, and so on. (ibid., p.
39)

Escobar & Elstub claim that democratic
innovations is a useful concept because it
“carves up space to overcome a series of

dualisms”, such as between participatory
and deliberative democracy, representation
and other democratic practices, politics and
policy, state and civil society, and between
normative and empirical concerns (Escobar
& Elstub, 2017b: 3-4). It constitutes the

latest incarnation of a continuing interest

in strengthening the democratic features

of society and enhancing people’s voices,
ranging from debates on participatory
democracy in the 1970s and deliberative
democracy in the 1980s and 90s to a more
recent normative revival in democratic theory
(Boeker & Elstub, 2015). Escobar & Elstub
(2017b: 2) claim the “new field [of democratic
innovations] stems from the confluence of

a range of practical and theoretical projects
advancing the critique and development of
democracy throughout the 20th Century”,
with the label “democratic innovation” more
recently galvanising a burgeoning academic
field built upon notable publications, both
academic and popular (e.g. Escobar & Elstub,
2019; Fishkin, 2018; Arriaga, 2014; Smith, 2009;
Hendricks, 2011; Geissel & Newton, 2012).

Democratic innovations tend to be
positioned in contrast to representative
democracy and electoral politics, offered
either as an enhancement by patching

over the latter's flaws, or as an alternative to
established democratic systems (Escobar

& Elstub, 2017b). However they do not
necessarily reject existing democratic
institutions and thus established features of
the political system. Pateman contrasts this
approach with the democratic theory of the
1960s “where the meaning of democracy
itself - “realistic” or participatory? - was at
the heart of the debate” (Pateman, 2012, p.
10). Some initiatives under the banner of
democratic innovations may be characterised
as what Warren (2009) calls “governance-
driven democratisation”; a technocratic
approach of incorporating participatory
aspects in strategies to render governance
more effective. Using an intersectionality
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framing, Wojciechowska argues that,

democratic innovations usually focus
on one, separate identity category

at a time. Indeed, some democratic
innovations are even identity-blind. As
such, participatory and deliberative
institutions at present are explicitly
exclusionary towards the experiences
and oppression of members of many
disempowered groups. (Wojciechowska,
2019a: 2)

Participation & data

Previous research (Dencik, et al., 2018;
Gavaghan, et al., 2019; Algorithm Tips, no
date) has highlighted the use of privately and
publicly developed data systems by public
authorities, provided detailed overviews

of their use, and pointed to limitations in
democratic accountability. Writing in a Dutch
context, van Zoonen applied the notion of
an “institutional void” to describe the lack of
social and political debate about big data in
social policy, with an important background
being the “lack of public visibility and a
democratic mandate for data transitions in
social policy” (van Zoonen, 2020: 4). Where
and how, then, is the public able to influence
the use of data technologies?

The nexus of participation and technology
has been approached from two different
directions. One is concerned with the use of
data technologies to facilitate participation,
the other with public participation in
decision making on the use of data
technologies. Referring to slightly earlier
debates, Carpentier (2011) identifies “two
interrelated forms of participation” as
“participation in the media and through

the media”. Through refers to participation
where the “media sphere serves as a location
where citizens can voice their opinions and
experiences and interact with other voices”,

While there may not be a single and widely
adopted typology of democratic innovations,
the debate points to a perceived need for
strengthening democratic participation

and the particular centrality of deliberation
(Carson & Elstub, 2019). As Pateman notes,
“deliberation, discussion, and debate are
central to any form of democracy, including
participatory democracy, but if deliberation
is necessary for democracy it is not sufficient.”
(2012: 8).

whereas participation in the media “deals
with participation in the production of media
output (content-related participation) and
in media organisational decision-making
(structural participation)” (Ibid.: 67-68). We
can relate this distinction with participation
to data technologies where we see an
abundance of discussion of participation
through data technologies but less, so far,
on participation in data technologies, i.e. in
decisions regarding their development and
deployment.

In the area of the former we can consider
fields and topics ranging from ‘Public
Participation Geographic Information
Systems’ (Sieber, 2006; Hanzl, 2007) and
early discussions of the democratic potential
of social media platforms such as Twitter
(Christensen, 2011; Morozov, 2012), to
E-Government (Twizeyimana & Andersson,
2019) and studies of ambitious digital
participation platforms such as decidim.
barcelona (Pena-Lépez, 2019; Aragdén, et

al., 2017). Some have reflected on how big
data could be used by citizen participation
initiatives (Bright & Margetts, 2016), and on
the potential impacts of artificial intelligence
for political participation (Savaget, et al.,
2018). Others have noted the advantages
and disadvantages of digital routes to public
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engagement and their increasing prevalence
(Latta, et al,, 2013). More recently, the field

of data activism research has significantly
advanced knowledge about the use of

data by social movements and civil society
for a range of progressive purposes (e.g.,
Milan, 2017). These important areas of study
intersect with our interest in participation
and datafication, but they speak to a different
set of questions.

Participation in decision making on the

use of data technologies has received less
scholarly attention. However we can observe
an emerging interest in this question. Policy
institutions such as the Royal Society for Arts,
Manufacture and Commerce (RSA) have
recommended further experimentation in
the area of democratising decisions about
technology, highlighting the need to involve
the public in decisions around automated
decision-making systems, in particular (RSA,
2019). They underline “the need to embed
forms of deliberation in the development of
technology policy and governance including
in Major tech companies themselves” (lbid.:
13). The UK Centre for Data Ethics and
Innovation (CDEI), similarly, emphasises

the importance of engagement with

local citizens in the governance of new
technologies. They highlight polling which
suggests 50% of people “‘would be interested
in engaging with their local authority to

give their opinion on how data should be
used to make decisions” (CDEI, 2021, p.

28). The civil society organisation Involve
states that “the public needs to have the
opportunity to contribute to discussions
about the appropriate uses of data” (Adams
& Burall, 2019, p. 3), proposing methodologies
including citizens juries, citizens panels,

and distributed dialogues. The foundation
Nesta, in work on “participatory futures”,
claim that new and innovative models of
civic participation are necessary that go
significantly beyond “conventional public
engagement techniques, such as surveys
and town hall meetings, which regularly fail

to enthuse people to participate and can be
seen as tokenistic rather than leading to real
change” (Ramos, et al.,, 2019). Van Zoonen
(2020) concurs that methods for public
participation in data governance rarely go
far enough, and points to “civic initiatives
and voluntary networks [which] have been
set up, for instance via café meetings for the
unemployed, application platforms, and
city rooms. Together, they give shape to the
participation forced into existence by the
ideal .. of a participatory society” (van Zoonen,
2011, p. M).

As these examples show, the need for
enhanced participation in, and deliberation
on, the deployment of data systems is
increasingly articulated by scholars, policy
institutions and citizens, but so are the
shortcomings and limitations of institutional
efforts which, so far, may not address all
affected communities and often offer
limited decision-making power. As Patel and
Peppin (2020) note, following a number of
“‘Community Voice” workshops run by the Ada
Lovelace Institute:

Those we spoke with felt strongly about
the importance of public participation:
people want to and have the right

to engage with and shape decisions
about technologies that have huge
social impact. There are a wide range
of ways through which this can happen
- through deliberation such as citizens
juries, and through involving Black,
Asian and minority ethnic, LGBTQI

and disabled people in the design,
development and deployment stages
of technologies.

As their contribution demonstrates,

the necessary conditions for effective
participation include the willingness to
engage, but also the possibility for affected
communities to be involved and have their
say, and the sharing of relevant knowledge
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about data technologies. Recommendations
by Jacobs, et al. (2020) in their work on

smart cities may be exemplary here as they
highlight the importance of considering

how the visions and realities connected

with technology “might be experienced by
all social actors; not just those involved in
leading these initiatives but those impacted,
directly and indirectly, within the community
and at all levels” (p. 2), and the need for
public bodies to provide knowledge “for
individuals and communities [which] will aid
in the facilitation of transparency and assist in
gaining access to information that they may
otherwise not realise might be necessary”
(Ibid.: 7).

This initial overview of relevant themes and
debates may serve as a broad thematic
context and starting-point for the issues
addressed in this report. It is by no means
comprehensive but points to some of the
debates which are emerging in this field and
offers a background for the more detailed
investigations in the following chapters. Each
of these chapters will begin with a separate
contextual section to explore specific debates
(and academic literature) in more detail.
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Research aims and scope

In order to investigate avenues for civic
participation in the datafied society this
project was initially divided into four
separate work streams that were expanded
to six thematic areas over the course of the
research period. Each constitutes a potential
space where participation occurs and could
be strengthened, and thus each serves as

a separate line of enquiry. The six thematic
areas are: 1) Institutional dynamics and
responses, 2) models of civic engagement
and democratic innovation, 3) oversight and
advisory bodies, 4) civil society strategies, 5)
alternative imaginaries and infrastructures,

Research approaches

The research approach for this project has
varied according to workstream and thematic
area. For theme 1), we adopted a case

study approach, entailing in-depth studies
of organisational responses to live facial
recognition and risk-based verification. For
the other themes, we critically mapped key
examples of models, strategies or institutions
(depending on the theme) and investigated
relevant issues through interviews with
protagonists.

Desk research

We established the key themes and practices
within each workstream as well as potential
case studies and interview contacts through
online research and scoping reviews of
relevant academic studies and non-academic
reports.

For theme 1) we identified institutional
efforts to engage the public and examined

and 6) data literacy.

We have sought to understand the range and
depth of civic participation by a) mapping
key practices, opportunities and challenges,
and b) exploring these in depth through
document analysis and conversations with
stakeholders. The primary geographic and
administrational focus has been on the UK,
the country where the Data Justice Lab is
based, but we included examples from across
Europe and North America within some of
the case study investigations.

This involved different steps that were taken,
and different methods that were applied, in
the research process:

1) Desk research

2) Fact-finding workshop
3) Document analysis

4) Field work

5) Interviews

responses to the need for further public
involvement as well as relevant political
contexts. Following the decision to pursue a
case study driven approach, we focused on
the use and non-use of risk based verification
and live facial recognition. While the original
guestion of our inquiries concerned the
opportunities for public interventions in
decision making around the deployment

23



24

Methodology

of data systems, early research uncovered a
general lack of public influence, which re-
focused this theme to an investigation into
the absence of democratic opportunities.

Research on theme 2) began by scoping the
state of participatory and deliberative politics.
Literature on democratic innovations and
mini-publics provided necessary background
information on different democratic methods
and their implementation. Theme 3) evolved
more organically from a review of the
institutional ecology and their practices and
from workshop and interview findings.

Fact-finding workshop

The Data Justice Lab held an international
multi-stakeholder workshop at Cardiff
University's School of Journalism, Media and
Culture (JOMEC) on 7th June 2019. The event
brought together more than 30 participants
from organisations across government, civil
society and academia, mostly from the

UK but including the US, Canada, Spain

and Iceland. The purpose of the workshop
was to explore different perspectives on

civic participation in data driven decision-
making and the challenges within different
governance models. It was divided into three
sessions that investigated key dimensions of
the project: Involving the Citizen, Institutional
Practices and From Infrastructure to
Advocacy: Citizen Interventions. Prominent
themes that emerged during discussions

Document analysis

Research for this project involved the analysis
of a wide range of reports, policy documents,
toolkits, campaign literature and literacy
materials.

For theme 1) we focused on our two
case studies, investigating government

For theme 4) we scoped the UK civil society
landscape for the most prominent actors in
relation to participation and datafication,
and then reviewed further relevant examples
in, particularly, North America and Europe.
This process identified a number of strategies
pursued by civil society organisations
advocating on behalf of citizens.

Work on theme 5) began with a review of
groups and projects that have resisted, or
proposed alternative visions of, datafied
society. Theme 6) explored and categorised
existing tool-based approaches to data
literacy.

included the limits of rights-based
approaches, the potential of collective
governance models, the importance of
involving affected communities, and the
problem of a lack of public knowledge. While
a significant part of the debate focused

on the potential of specific models and
practices, such as mini-public processes, for
strengthening democratic engagement, a
strong perspective emerging from the day
was that a wider restructuring of society
would be required to bring about truly
inclusive data governance.

Insights from the workshop focused our
research questions and informed our
interviews and case studies.

documents, from central government bodies
such as the Department for Work and
Pensions (DWP) and national commissioners
like the now defunct Surveillance Camera
Commissioner, to local government minutes
and materials from regional bodies such as
Police and Crime Commissioners.
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Work on theme 2) involved the review of

a wide range of reports, papers, toolkits,

and other literature relating to democratic
innovations and specific cases of, e.g., citizen
assemblies and citizen juries. Media reports
were useful in gauging the reception and
impact of various democratic exercises.
Theme 3) required a focus on institutional
documents by oversight bodies as well as civil
society recommendations for institutional
reform.

For theme 4) we analysed materials relating
to relevant civil society campaigns and

legal challenges including blog posts,
investigative reports, submissions to
government consultations and proposals
for policy reform. Campaigns that provided
a rich set of documents included, e.g., the
ACLU’'s Community Control Over Police
Surveillance (CCOPS) campaign, Participation
and the Practice of Rights’ (PPR) work on
Suspect Communities, Against Borders for
Children and Defend Digital Me’s school
census boycott, and Migrants’ Rights
Network’s challenge to data sharing under
the government’'s Hostile Environment

Field work

During the course of this project we
participated in several events, taking field
notes that helped inform our analysis.

For example, in March 2019 we attended a
citizens jury on the topic of Al explainability
in Manchester, commissioned by NIHR
Greater Manchester Patient Safety
Translational Research Centre and the

Interviews

We conducted 64 expert interviews.These
were divided as follows:

Theme 1: 11 Interviews

Theme 2: 13 Interviews

policy. This analysis provided an overview

of key strategies being employed by civil
society. Further, we analysed research reports
from civil society organisations including
Computer Says No by Child Poverty Action
Group and Doteveryone's “responsible
technology” research.

For theme 5) we explored literature produced
by social movements such as The Alliance

for Inclusive Algorithm'’s Call To Action and
the MyData declaration, as well as strategy
documents such as Barcelona City Council’s
Technological Sovereignty Guide and We
Own It's report on public ownership. This
analysis showed the key concepts and
imaginaries being constructed by social
movements, such as big data abolition,
technological sovereignty, community wealth
building, public ownership, affirmative action
for algorithms and citizen-centric control.

Finally, research on theme 6) involved
documentation relating to literacy tools,
encompassing descriptions of the tools
themselves and publicity materials.

Information Commissioner’s Office, and run
by Citizens Juries c.i.c. in collaboration with
the Centre for New Democratic Processes.
This helped inform our research on theme
2) by enabling us to observe a citizens jury
in action and speak with its conveners and
participants, offering us an impression

of democratic innovation beyond its
representation in the literature.

Theme 3: 5 Interviews
Theme 4:13 Interviews
Theme 5:13 Interviews
Theme 6: 9 Interviews
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On average, interviews lasted 45 minutes and
most were carried out through video call
(primarily due to the Covid-19 pandemic).
Interview contacts were identified as key
actors during the desk research and were
selected according to their relevance for the
project themes. For each of the six themes
we created a standardised set of interview
questions, although these were sometimes
adapted depending on the interviewee and
the specific line of inquiry.

For theme 1 we spoke with central and local
government workers, incl. senior employees,
as well as professionals from government

agencies, although we met some reluctance,
particularly on the part of police forces and
related bodies, to engage in interviews.
Further, we interviewed individuals from civil
society and academia.

Across this report, we anonymise the
interviewees but include their organisational
affiliation in order to situate and contextualise
them. This does not mean, however, that
interviewees spoke with us in an institutional
capacity. The views they conveyed to us

are personal opinions, not institutional
statements.

Organisation interviewed

Interviewee orientation

Anonymous

Local Authority

Bristol City Council

Local Authority

Royal Borough of Windsor and Maidenhead

Local Authority

Sunderland For Transparency

Local community advocacy group

Sunderland City Council

Local Authority

Hull City Council

Local Authority

Folkestone and Hythe District Council

Local Authority

Independent human rights lawyer

Human rights

Open Rights Group (Scotland)

Civil Society, digital rights

Big Brother Watch

Civil Society, digital rights

University of Stirling academic

Surveillance expert

Table 1: Theme 1 (Institutional Dynamics) interview sample.

For theme 2 we spoke with practitioners
and experts who either commissioned or
organised participatory and deliberative
initiatives, or who provided relevant
knowledge for running participatory events.
These mostly included individuals from

civil society, with some from government

and private sector agencies. We explored
guestions of the requirements for successful
participatory initiatives, their impact, and
specific difficulties and opportunities for
participatory initiatives relating to matters of
data and artificial intelligence.
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Organisation interviewed

Interviewee orientation

Ada Lovelace Institute (2 interviewees)

Civil society / Organiser

Citizens Foundation

Online participation tools

Citizen Juries CIC

Citizen jury facilitation

Digital Directorate, Scottish Government

Government

Information Commissioner’s Office

Technology regulator

Involve

Civil society / Organiser

Ipsos Mori (2 interviewees)

Deliberative engagement services

Scottish Community Development Centre

Community participation services

Shared Future CIC

Participatory budgeting and facilitation
services

University College Dublin

Academia / Organiser

University of Iceland

Academia / Organiser

Table 2: Theme 2 (Models of Civic Engagement) interview sample.

For theme 3 we interviewed five directors or
senior staff of institutions that engage with
data governance oversight, either as public
bodies that are directly commmissioned by
government or as independent institutions

that provide expertise. Interview questions
addressed the roles and challenges of
oversight bodies and the possibilities of civic
participation. Organisations included:

Organisation interviewed

Interviewee orientation

Ada Lovelace Institute

Civil society

Centre for Data Ethics and Innovation

Government expert body

Information Commissioner’s Office

Technology regulator

Royal Society of the Arts

Think tank

Turing Institute

Data science and Al research

Table 3: Theme 3 (Oversight and Advisory Bodies) interview sample

For theme 4 we spoke with civil society
stakeholders who were selected on the
basis that their organisation has pursued
public engagement or public interest work
in relation to datafication, or has worked
on behalf of communities impacted by
data driven decision-making. Our sample
encompassed a range of civil society

orientations including education, welfare
rights, digital rights, migrant justice, patient
data, technology policy and community
activism. The interviews explored the
strategies used to advance participation and
advocate for citizen interests..
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Organisation interviewed

Interviewee orientation

Al Now

Technology policy

Algorithm Watch

Technology policy

American Civil Liberties Union Civil Liberties
Bits of Freedom Digital rights
Child Poverty Action Group Child welfare

Defend Digital Me

Education rights

DigiRights

Data rights

Doteveryone

Technology policy

Liberty / Schools Against Borders for Children

Human rights / Education Activism

MedConfidential

Health patient rights

Migrants’ Rights Network

Migrant justice

Migrants’ Rights Network

Migrant justice

Participation and the Practice of Rights

Welfare activism

Table 4: Theme 4 (Civil Society) interview sample.

For theme 5 we spoke with activist groups
and individuals who have been prominent
in resisting datafication or constructing

alternative imaginaries of datafied society.

Interviews focused on activists’ perspectives
on the main challenges of datafication,
strategies for engaging citizens, and visions
for future datafied societies.

Organisation interviewed

Interviewee orientation

Ahora Madrid

Political party

Ahora Madrid

Political party

The Alliance for Inclusive Algorithms

Social movement

Barcelona City Council

Local authority

Centre for Local Economic Strategies Think tank
Citizens Debt Audit Platform Activism
Data 4 Black Lives Activism

Internet Interdisciplinary Institute (IN3)
(Interview A)

Public policy research (Decidim project)

Internet Interdisciplinary Institute (IN3)
(Interview B)

Public policy research (Decode project)

MyData (Interview A)

Data activism

MyData (Interview B)

Data activism

Preston City Council

Local authority

We Own [t

Public ownership advocacy

Table 5: Theme 5 (Alternative Imaginaries and Infrastructures) interview sample.
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For theme 6 we interviewed nine creators
of data literacy tools and initiatives,

encompassing activists, academics, artists,

film makers, community organisers and
policy professionals. The types of tools
included in the sample included two
workshop resources, three interactive
learning tools, two participation tools for

algorithmic accountability, two in-depth

guides to data rights and the data economy

and one investigation tool. Our interview

guestions focused on exploring what drove

the creators to make these resources,
what audiences they address, and what

potential data literacy has for strengthening

participation.

Data Literacy Project

Interviewee orientation

Algorithmic Ecology

Activism

Algorithms Exposed

Academic research

Algorithm Tips

Academic research

Automating NYC

University students

Do Not Track

Film maker

Instagram Data Donation Project

Civil society

Me and My Data Shadow

Civil society

PreCrime: Predictive Policing Simulator

Documentary film production

UnBias Fairness Toolkit

Academic research and artist

Your Data Your Rights

Civil society

Table 6: Theme 6 (Data Literacy) interview sample.
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Part One: Institutional Dynamics

The goal of the first research theme is to
better understand the opportunities for civic
participation with government decision
making about uses of data and automated
systems. This work was pursued through case
study investigations of government decision
making about uses of risk based verification
and facial recognition technologies. It builds
upon previous research into government uses
of these systems as well as our own work
investigating decision-making processes.
This part of our research (and report) builds
directly upon our previous project, “Data
Scores as Governance: Investigating uses

of citizen scoring in public services” which
attempted to map the use of data scores
and algorithms across the UK public sector
(Dencik, et al., 2018).

In this section we offer a review, primarily,
of recent UK civil society and government
reports about uses of automated data
systems with a focus on what this work says
about oversight and public engagement.

Engin & Treleaven provide a taxonomy of
areas of government where big data and
blockchain are in use to provide an overview
of developments in government uses of
automation and data science. They aim to
encourage the computer science community
to engage with government to develop

new services and support the work of civil
servants (Engin & Treleaven, 2019). This work
helps us gain a broad overview of the areas
of government which are seen as possible
sites of automation - some speculative, some
already deployed - from “robo-advisors”
supporting civil servants, chatbots, and
automated case management systems, to
behavioural and predictive analytics, and laws
and statutes encoded as smart contracts on

Literature Review

the blockchain.

Yeung examines the phenomenon of
“algorithmic regulation” - “regulatory
governance systems that utilise algorithmic
decision making” (Yeung, 2017: 3). Her use of
the term “regulation” refers to both public
and private uses of algorithmic systems and
tools. She explores algorithmic regulation’s
various guises through categories such as
“fixed” and “adaptive”, “real time” and “pre-
emptive’, etc., while critically reflecting
upon debates surrounding these systems.,
Yeung highlights areas of concern and

their capacity to conflict with principles of
liberal democratic societies (Yeung, 2017).
Yeung and Lodge's co-edited volume titled
Algorithmic Regulation provides a needed
overview of contemporary ideas on the topic
(Yeung & Lodge, 2019).

Yeung urges caution, highlighting critical
concerns relevant to public and private
sectors. (Yeung, 2019).

Veale & Brass note a shift in recent years
towards the “use [of] administrative data to
build models with the purpose of helping
make day-to-day operational decisions in the
management and delivery of public services,
rather than providing general evidence to
improve strategy or government-citizen
interaction”, as had been a more primary
focus in the recent past (Veale & Brass, 2019:
121). They investigate the drivers and logics
behind the use of machine learning in the
public sector, whether the use of machine
learning in the public sector is a “smooth
continuation” of e-Government, and how
public management decisions and practises
are enacted when machine learning
solutions are implemented in the public

31



32

Part One: Institutional Dynamics

sector. They map and detail the management
of machine learning systems in the public
sector at different levels (macro, meso, and
micro/street-level) while evaluating how

this technology is framed and standardised
across the sector. (Ibid.: 122). They distinguish
between two main types of operational
machine learning systems: automation
systems - which attempt to increase the
quantity or efficiency of routine public sector
operations through computation” - and
augmentation systems - which attempt to
improve human decision making (lbid.: 123-
127). Writing on management at the “meso”
level, they highlight the unavoidability of
ambiguity in policy (made at the “macro”
level) relating to the use of machine learning
systems due to ministers and senior civil
servants not generally dictating practical
matters such as data sources and machine
learning training parameters, which passes
discretionary power, “or at the very least
agenda-setting power”, to lower level,

meso bureaucrats (lbid.: 133). Additionally,
when systems are deployed at the micro/
street-level, they can be put to various
purposes (lbid.: 138). This triple formulation
of macro, meso, and micro/street-level could
be used to conceptualise at which level
public involvement should be introduced.
For example, at the macro level of policy
making, and/or the meso level of policy
implementation, and/or the micro level of
frontline service delivery.

Veale's 2019 report with The Law Society into
the use of algorithms in the justice system
of England and Wales considered a range

of systems, from “hand-crafted” examples

to those using machine learning. The report
found “a lack of explicit standards, best
practice, and openness or transparency
about the use of algorithmic systems in
criminal justice across England and Wales.”
The report recommends a National Register
of Algorithmic Systems, among a number of
other measures. The report also recommends

the “"engagement of broad stakeholders
including civil society, academia, technology
firms and the justice system more broadly”
(Veale, 2019: 4).

Other work also highlights the use and
impact of automated decision-making

and data systems on specific areas. A
February 2021 report by the Centre for Data
Ethics and Innovation (CDElI), catalogued
local government uses of data during the
coronavirus pandemic. They posed a number
of questions, such as whether the “apparent
success with which local authorities have
used data during the pandemic” will be
sustained in the long run, or if desire and
interest will fade as the emergency subsides
(CDEI, 2021: 5). The report lists examples of
uses of data but its core concern is with how
practices have changed and how this might
affect practice going forward (lbid.: 5-6). The
report identifies a number of challenges
which it considers as “systemic in nature”
and requiring “cultural shifts, legal changes
and funding decisions that will improve

over a period of years, not months” (Ibid.: 11).
These challenges are comparable to some of
those raised in the CDEI's earlier work (CDEI,
2020a). Elsewhere, the CDEI has investigated
uses of facial recognition technology in the
UK (CDEI, 2020b).

The Ada Lovelace Institute has carried out
area specific investigations of the uses of
data, such as their 2020 report “The data
will see you now: Datafication and the
boundaries of health” outlining the creation
of an “Internet of Health.” Towards the end
of the report, posing a number of questions
for future research and development, they
ask, “What models of governance in an
Internet of Health will give people greater
influence over their own health, and over
deployments and treatments for conditions
they have?” (Ada Lovelace Institute, 2020a: 32).
The Ada Lovelace Institute have carried out
investigations into other public sector areas
where data and algorithms are deployed or
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considered for deployment, such as vaccine
passports and COVID status apps, as well as
cataloguing public attitudes towards facial
recognition (Parker, et al., 2021; Ada Lovelace
Institute, 2019). The Ada Lovelace Institute
has a workstream focusing on algorithmic
accountability.! The Institute’s Citizens’
Biometrics Council ran a citizens assembly
and a number of workshops over 2020 on Al
and data driven biometrics technologies, and
in May 2020 they organised a rapid, online
public deliberation on COVID-19 related
technologies (Peppin, 2020; Ada Lovelace
Institute, 2020b).

Defenddigitalme take a more subject focused
approach, with their “The State of Data 2020"
report mapping a child’s digital footprint

as they grow up through England’s state
education landscape (Defenddigitalme,
2020). Their report makes a wide range of
recommendations and highlights gaps in
oversight, transparency and accountability.
They call for independent oversight for
education data and for this to include public
engagement (lbid.: 30).

Taking a normative approach and providing
an example from beyond the UK, a report
by the Citizen Lab at the University of
Toronto focuses on the impact of automated
decision-making in Canada’s immigration
and refugee system from a human rights
perspective, highlighting how “the use of
algorithmic and automated technologies to
replace or augment administrative decision-
making creates a laboratory for high-risk
experiments within an already highly
discretionary system.” This report is primarily
concerned with the welfare of individuals
within Canada’s immigration and refugee
system, and how they may encounter “forms
of bias, discrimination, privacy breaches

due process and procedural fairness issues,
among [other issues].” It also focuses on
“current and proposed uses of automated
decision-making”, calling for a “critical

human rights analysis”. The report makes

a number of recommendations, including
calling upon the Canadian authorities to
publish “a complete and detailed report ...

of all automated decision making systems
currently in use within Canada’s immigration
and refugee system” along with a cessation of
all efforts to procure, develop, or adopt new
systems until appropriate and transparent
oversight and government mechanisms can
be implemented (Molnar & Gill, 2018: 1-2).

Algorithm Watch and Bertelsmann Stiftung’s
2020 “Automating Society” report into
automated decision-making (ADM) systems
across Europe raises concerns about a lack
of transparency around these systems. A
startling finding in this report is that, while
change happened rapidly regarding the
deployment of ADM systems, the same is not
true when it comes to the transparency of
these systems. (Algorithm Watch, 2020: 7)

Their report makes a number of
recommendations, including calls for the
establishment of public registers for ADM
systems, and the promotion of “an inclusive
and diverse democratic debate around ADM
systems” alongside enhancing of algorithmic
literacy (Algorithm Watch, 2020: 11-13). The
report includes a section on the United
Kingdom which outlines developments

and trends in the use of ADM systems here,
including facial recognition and automated
decision-making within the UK’s EU
settlement scheme (Algorithm Watch, 2020:
271-286)

Another report which focused on the role
of ADM systems is that of New York City's
Automated Decision Systems Task Force.
The Task Force investigated the use of
these systems across the city, and carried
out some public engagement activities.

It makes a number of recommendations,
including some relating to public education
and engagement (Automated Decision

1 https://www.adalovelaceinstitute.org/our-work/themes/algorithm-accountabilit
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Systems Task Force, 2019: 22-23). The Task
Force has been criticised, including by a
member of the Task Force itself, claiming
that the report “reflects the city’'s view and
disappointingly fails to leave out a lot of the
dissenting views of task force members”
(Lecher, 2019). The publication of the report
was preempted with a “shadow report”
prepared by a civil society coalition, providing
its own recommendations and highlighting
shortcomings of the Task Force (Richardson,
2019).

Al Now’'s 2020 volume on existing attempts
to regulate biometrics systems from across
the world opens by stating that “the future
course of these technologies must - and will
- be subject to greater democratic control”
(Kak, 2020: 3). The volume’s introduction
notes a “critical juncture, perhaps even a
turning point, in the trajectory of continued
biometric expansion” in the last few years,
with the problems of these systems - such as
racial biases - being highlighted by research
and civil society advocates (lbid.: 11). Within
the volume, Amba Kak highlights a key
difficulty of democratically managing data
systemes:

The focus on data as the object

of regulation has also sometimes
obscured the broader challenges to
social and institutional practices that
these systems and platforms exert
on society, in which imperfect but
established methods of accountability,
contestation, and democratic
decision-making are undercut by the
introduction of opaque automated
technology. (lbid.: 17)

Kak highlights the growing role of
community advocacy “in surfacing
evidence of harm, and shaping the rights
and protections that policy interventions
eventually offer”, with directly impacted
communities organising push backs

against systems. This work is in addition to
the work of traditional privacy and digital
rights groups. An example from New York is
highlighted within the volume (lbid.: 104-
111). Kak's article highlights “the importance
of community deliberation to the processes
that decide whether these systems are used”
(Ibid., 2020: 39-40).

From the other side of the equation,

the UK Government's Office for Artificial
Intelligence and Government Digital Service
provide a document titled “A guide to using
artificial intelligence in the public sector”.
There are recommendations pertaining

to accountability and transparency,

focusing on factors such as “explain[ing]

to affected stakeholders how and why

a model performed the way it did in a
specific context,” although in some cases,

as with public private partnerships, such
explainability is said to violate commercial
interests. Governance is mentioned but

only in reference to the team delivering

the project (Office for Al & GDS, 2020: 42-
43). What is absent from this work are
recommendations relating to provisions
which would bring the public into decision
making processes. However, it should be
noted, this document makes reference to The
Alan Turing Institute’s guide, “Understanding
artificial intelligence ethics and safety”,
which does, in turn, make reference to public
consultation in the context of Stakeholder
Impact Assessments, although who is
considered a “stakeholder” could affect who
this would refer to (Leslie, 2019: 26-27).

The Office for Al report on procurement also
lacks recommendations for enabling public
influence over procurement processes. In a
section titled “Assess the benefits and risks of
Al deployment” it recommends to:

Explain in your procurement
documentation that the public benefit
is @ main driver of your decision-making
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process when assessing proposals.
Consider the human and socio-
economic impact and benefits of your
Al system (Office for Al, 2020: 15)

While there are recommendations for the
implementation of oversight mechanisms

to allow scrutiny of Al systems, and there is a
welcome recommendation to “Avoid Black
Box algorithms” (Ibid.: 19), there is an absence
of references to the public’s role in oversight.

There is a need for more discussion of what
role citizens can play in influencing decision-
making around if and how automated
decision making systems should be used.
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Facial Recognition
Case Study

With this case study we had three goals: 1) to better understand where and how facial
recognition technologies are being implemented in the UK; 2) where opportunities do or do
not exist for citizens to intervene in decision making processes relating to the use of facial
recognition technologies by UK police forces and 3) what types of oversight mechanisms exist.?
We also wanted to investigate if there were any regional differences in opportunities for citizen
involvement that might be linked to England versus the devolved political contexts in Scotland
and Wales. We did this by considering developments in police uses or non-uses of facial
recognition technologies in London, South Wales, and Scotland.? We found that there are rarely
any opportunities for citizen intervention into decision making surrounding facial recognition
technologies, and when opportunities do exist they do not seem to go beyond run-of-the-mill
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online consultations.

Concerns in the UK

Facial recognition technologies aim to
identify or authenticate individuals by
comparing their faces against a database

of (presumably: Hill, 2020) known faces. In
the UK there are widespread and significant
concerns about facial recognition and the
negative impacts it could have. As the
Centre for Data Ethics and Innovation (CDEI)
highlights, there are concerns that using

live FRT in public settings may undermine
individual privacy; entrench bias and unequal
outcomes, particularly where systems

have different accuracy rates for different
demographic groups; and give private and
public organisations disproportionate power
to surveil the population, potentially leading
to the abuse of rights such as freedom of
expression and association (CDEI, 2020).

In addition, a 2018 Big Brother Watch
investigation raised concerns over the low
accuracy of the facial recognition systems
they investigated, with an average of a 95%
mismatch rate identified in their research.

This means that up to 95% of those stopped
by police as a result of a live facial recognition
system were not a match of someone
wanted by the police. They also suggest that
facial recognition technologies could, absent
an adequate public debate, expand to use
of other databases of facial images, such

as those for passports and driving licences,
which could mean any person walking past
a facial recognition camera, even those who
have had no contact with the justice system,
could be identified (Carlo, et al.,, 2018: 3-4; 21-
23).

A large number of public bodies and
researchers have called for either a halt

to live facial recognition trials to allow for
legislation and best practice to catch up, or
an outright ban on facial recognition. For
example the Equality and Human Rights
Commission has called for “the suspension
of the use of automated facial recognition
(AFR) and predictive algorithms in policing

2 The research into government uses of risk-based verification systems and facial recognition technology was conducted between 2019 and 2021. Our analysis

draws upon information gathered within this time period.

3 Other places in the UK where live facial recognition has been used, both by the police and private entities, highlighted by Big Brother Watch#, include (but
may not be limited to): Hull (Hull Docks#), Leicestershire (Download Festival#), Sheffield (Meadowhall shopping centre#), Manchester (Trafford Centre#), by
Waltham Forest Council#, Bradford (The Broadway shopping centre#), and Brighton (Amex football stadium#). Big Brother Watch also claim facial recognition
has been used at Liverpool's World Museum and the Millenium Point conference centre in Birmingham, although in both instances the relevant police

authorities have denied this.#
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in England and Wales, until their impact

has been independently scrutinised and

laws are improved” (EHRC, 2020). While
expressing support for the Black Lives Matter
movement, Haringey Council voted to tell
the Government, Metropolitan Police and the
Mayor of London to keep facial recognition
out of the borough (London Post, 2020).
Similarly, the House of Commons Science
and Technology Committee has called on the
government to “issue a moratorium on the
current use of facial recognition technology”,
and to halt further trials until a legislative
framework and an oversight and evaluation
system have been established (STC, 2019).
Relevant for this study, the Committee also
adds that “public engagement has been
sorely missing from the Home Office’s
approach to date”, and criticises the Home
Office’s ‘consultation’ on the governance

of biometrics for not being robust enough
(House of Commons Science and Technology
Committee, 2019: 21).

In terms of civil society, the Ada Lovelace
Institute has argued for the establishment
of a “voluntary moratorium on future public
and private sector deployment of facial

Oversight in the UK

The lack of effort by authorities to generate
meaningful public debate is compounded by
an underdeveloped legislative and oversight
environment, making it more difficult for the
public to be properly consulted or, preferably,
brought into decision making processes. Up
until recently there were three commissioners
with remits that covered facial recognition:
the Information Commissioner’s Office, the
Surveillance Camera Commissioner, and

the Investigatory Powers Commissioner’s
Office (Ohrvik-Stott & Miller, 2019: 3). A

new Biometrics and Surveillance Camera
Commissioner has been announced to
replace and merge the two formerly separate
roles, but the Ada Lovelace Institute note
concerns that merging these roles might

recognition technology” (Kind, 2019). Further,
they argue that public consultation and
engagement must be a critical precursor to
the adoption of data-driven technologies
such as FRT, particularly to sufficiently
tackle questions around bias and the
impact of FRT on minoritised communities
(Ada Lovelace Institute, 2019: 2). Amnesty
International, Liberty and Big Brother
Watch have all called for a ban, launching
campaigns and citing concerns relating to
mass surveillance, racial discrimination, and
concerns about uses of FRT during peaceful
protests (Amnesty International, 2020;
Liberty website, 2020; BBW website, 2020).
WebRoots Democracy, a London-based think
tank, have called for a “generational ban”,
which they position between a moratorium
and a total ban, ending police’s use of live
facial recognition technologies for “at least
thirty to forty years” (Chowdhury, 2020:
37-39). Finally, Doteveryone called for ICO-
led public dialogue events, a review, and
the establishment of a “Responsible Facial
Recognition Technology Coalition” with
councils and cities as its members (Ohrvik-
Stott & Miller, 2019: 4-7).

weaken oversight, a particular concern when
“the development of industry-wide standards
and best practice is still a work in progress”
(Rowe & Jones, 2020). In 2018, after a five-
year wait, the Home Office published their
Biometrics Strategy but this was criticised by
the ex-Biometrics Commissioner, Paul Wiles,
for not being forward looking or proposing
“legislation to provide rules for the use and
oversight of new biometrics, including facial
images” (Wiles, 2018). Unfortunately, as it
stands there are clear gaps in the oversight
of facial recognition technologies in the UK,
with practically no space for public voice or
influence, despite repeated calls for more
public involvement.
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South Wales Police (SWP)

At the time of writing, South Wales Police

list 69 live facial recognition deployments,
ranging from code-named operations to
deployments during sports matches to music
events, a royal visit, and at least one protest.*
South Wales Police have plans to integrate
facial recognition into a smartphone app
used by all its officers (Sample, 2019). They
have spoken of the possibility of integrating
the technology with existing CCTV networks
(SWP, 28/02/2020). South Wales Police’s live
facial recognition capabilities are provided

by Neoface Watch (SWP, 10/19), from IT
multinational NEC (SWP, 28/022020). This
system is integrated with Niche RMS, a
popular records management system used
by law enforcement across the world (SWP,
12/02/2018a). SWP's officers use a smartphone
app, iPatrol, which can integrate with Niche
RMS and Neoface facial recognition, a feature
which South Wales Police are “working
towards” (SWP, 2019a - NO DATE). SWP's
deployments have received attention due

to a legal challenge from Cardiff resident

Ed Bridges, with help from the civil liberties
organisation Liberty. The Cardiff resident
believes he was scanned at the Cardiff
DPTRE arms fair protest and whilst Christmas
shopping (Liberty, 2018). Liberty claim this is
the first legal challenge to this technology in
the world (ibid).

In September 2019, the Cardiff high court
decided that the use of the system was not
illegal but did interfere with the privacy rights
of those scanned by the system (Bowcott,
2019). The judgement recommended that
steps be taken to codify “relevant legal
standards” and that such a legal regime
should be periodically re-evaluated (ICO,
2019b: 6). Lord Justice Singh granted the
ability to appeal this decision, noting that the
case ‘“raises such issues of public importance
and issues which potentially affect large
numbers of people” (Porter, 2020b). In 2020,
the Court of Appeal agreed with Liberty's
submissions on behalf of Ed Bridges,
overturning the September 2019 ruling. The
court found that Bridges' right to privacy
under article 8 of the European convention
on human rights had been breached, as
well as the Data Protection Act 2018. It also
found that the force had not adequately
investigated whether the facial recognition
system exhibited any race or gender bias,
breaching the public sector equality duty
(PSED) (Ryder & Jones, 2020)5 In response,
the South Wales Police said they were
confident that “this is a judgement we can
work with”, choosing to refine their policies
rather than take the case to the supreme
court (Sabbagh, 2020; Ryder & Jones, 2020).

Live facial recognition scrutiny, oversight, and public engagement

in South Wales

In the following sections we assess the levels
of scrutiny, oversight and public engagement

in relation to South Wales Police’s use of live
facial recognition.

4 This occurred outside the DPTRE arms fair in Cardiff in March 2018 (Schmid, 2018).

5 Matthew Ryder QC and Jessica Jones’ postmortem of the Court of Appeal’s ruling highlights that the failure of SWP to comply with their PSED appeared
at least partially to result from the force’s inability to access information as to the potential race or sex bias of the underlying software used for their live facial
recognition system because the software manufacturer (NEC) would not provide the data sets upon which the algorithms had been trained (Ryder & Jones,

2020).
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SWP’s Automatic Facial Recognition4 website

South Wales Police’'s automated facial
recognition (AFR) website provides some
details about the functions of their system,
information on their deployments, and

has a list of resources, including a manual
of operating procedures (SWP, 2019a). The
website® is structured to inform individuals
of the system and provide responses to some
common criticisms of live facial recognition.
For example, in a FAQ section, a heading
reads, “[Is] there a gender or ethnic bias

in using [the] technology?”. On the site
South Wales Police claim there has been
no evidence for bias over their 18 months of
deployment, but the research cited notes
there had not been detailed investigation
of the impact of ethnicity and gender on

Public engagement: outreach

SWP's privacy impact assessment of FRT
indicates that a “robust communication
strategy has been developed to identify hard
to reach groups”. Open days are used as an
example of community engagement and are
pitched as child-friendly, family orientated
events (SWP, 12th feb 2018: 13). On a number
of occasions, SWP have opened their live
facial recognition vans up for members of
the public to look inside (e.g. Michael, 2019),
and in February 2019 a representative from
Liberty attended such a session.” In their
Data Protection Impact Assessment, SWP
cite these sorts of interactions as part of
their strategy for community engagement,
highlighting communication and social
media strategies as ways to both inform the
public and promote healthy debate. (South
Wales Police, 11th October 2018: 27). Whilst
welcome, open days, show-and-tells and
social media posts do not provide adequate
opportunity for public scrutiny. Silkie Carlo

accuracy rates (Davies, et al., 2018: 38 & 40-
41). The 2020 court ruling also noted that
SWP failed to properly investigate whether
the system exhibited gender or racial bias
(Liberty, 2020). The AFR website appears to
focus on justification for and a defence of
SWP’s activities.

A more nuanced provision of information
about FRT is needed to enable informed
public debate on facial recognition. For
instance it has been said by experts that
“police forces needed to do more than simply
place information on their websites” and

that results of facial recognition trials should
be made public (Biometrics Oversight and
Advisory Board, 2019: p.4 & 6).

of Big Brother Watch reflected upon these
activities in an interview with us:

| asked South Wales to give us an
observation too and said we would
go up there and travel, but they were
quite difficult to deal with and put it
off significantly. Then eventually they
offered me an observation at an air
show in July 2019, so they were two
years into using it at that point. [...] |
wanted to see something that was a
bit more representative, like a rugby
match, or a concert, or in the retail
centre, for example, but they wouldn't
do that.

What was quite frustrating is that then
at the same time [...] they [would be]
tweeting about “we've got our facial
recognition van outside the Ed Sheeran

6 Automated facial recognition (AFR) is the terminology SWP use. In this document we have tended to use “live facial recognition”. The two terms are

interchangeable as best we can tell.

7 Private correspondence with the South Wales Police and Crime Commissioner’s office.
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concert, come in, come and see what
we're doing in the community”. .. You'll
let 12 year old kids come and see what
you're doing but you won't let human
rights organisations? Why is that? (Carlo,
2021)

Oversight: Joint Independent Ethics Committee

South Wales Police’s Joint Independent
Ethics Committee is tasked with providing
“advice, support and assistance concerning
ethical challenges arising from operational,
administrative or organisational matters
facing South Wales Police”(SWP, 9/4/20)2
Minutes from this committee refer to its
deliberations, including relating to facial
recognition (Joint Independent Ethics
Committee, 2018a: 6). This committee

is staffed and has a degree of care and

attention afforded it. Meeting minutes

detail significant discussion.® A challenge,
from a public engagement perspective, is
that the committee is held mostly behind
closed doors and there appears to be limited
opportunity for the public to provide any
input. It is also difficult to judge the impact
this committee has upon police practice. This
is one specific area where there could be
greater civic participation, transparency and
accountability.

Oversight: Police Accountability and Legitimacy Group (PALG)

The South Wales Police and Crime
Commissioner’s (SWPCC) Police
Accountability and Legitimacy Group (PALG)
have been invited to live trials of facial
recognition deployments.”® On 21st June
2018 this group saw a presentation about live
facial recognition from South Wales Police
inspector Scott Lloyd and had the chance

to ask him and other representatives from
SWP questions (SWPCC, 2018: 5-6). Only a
few representatives from a small number

of organisations were present, including a
representative from the EHRC. The minutes
relating to the discussion of facial recognition
indicate that the discussion was led by an
inspector from South Wales Police who is

at the heart of the force’s use of live facial

recognition (SWPCC, 2018). Groups like this
do have a part to play but they must not
be viewed as an adequate replacement for
public oversight.

8 At the time of writing the committee is made up of a chair and vice chair who are professors of ethics and consumer law. The committee is also meant
to be supported by at least three independent members. A representative of the Police and Crime Commissioner’s Office, SWP's Chief Officer, and the Chief

Superintendent all sit on the committee (SWP, 9/4/20). https://beta.south-wales.police.uk/police-forces/south-wales-police/areas/about-us/about-us/our-vision-
values-and-ethics/ Archived copy: https://web.archive.org/web/20200409143047/https://www.south-wales.police.uk/en/about-us/visonvaluesandethics

9 Some minutes were unavailable to us at the time of writing.
10 No members were able to attend (South Wales PCC, 12TH JUNE 2019: 2).
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Oversight: South Wales Police and Crime Commissioner (SWPCC)

The South Wales Police and Crime
Commissioner is tasked with oversight of
policing practices. It is from this office that
the PALG is run and core aspects of this role
include public engagement and holding
the Chief Constable of South Wales Police
to account. There are few opportunities for

Central government influence

We highlight central government influence
as it was a finding to emerge from both

the RBV and FRT case studies. In the case

of FRT, research suggests that the Home
Office is encouraging police forces to use

FRT by providing funding and resources. In
2016/17, SWP received £800,000 from the
Home Office’s Police Transformation Fund

for live facial recognition (Home Office, 2017).
One condition of this funding was that an
independent evaluation be carried out, which
led to Cardiff University's Police Science
Institute report (Davies, et al., 2018: 9). Further,
the Home Office set up the Law Enforcement
Facial Images and New Biometrics Oversight
and Advisory Board under their 2018
Biometrics Strategy (Home Office, 2018: 13;
Wiles, 2018). The webpage for the oversight
and advisory board does not list anyone from
South Wales Police as a formal member

but minutes indicate they have been in
attendance (e.g. Biometrics Oversight and
Advisory Board, 2019: 2). By providing funding
the Home Office is indicating support for FRT
and catalysing its use.

In summary, we find little opportunity for
public involvement in decision making about
the use of FRT and very limited transparency
about oversight processes in South Wales.
There is a need for more independent
scrutiny and public involvement in decision
making.

the public to engage with this office. In our
research we were met with issues such as

missing minutes, limited public information,

and difficulty finding out how this system
of oversight worked in practice as related to
deployments of FRT.
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London Metropolitan Police Service (MPS)

Like South Wales Police, London’s MPS have
used live facial recognition extensively. The
MPS also uses NEC's Neoface (MPS website,
2020) and has stated it has progressed
beyond trials of FRT to operational use (Gayle,
2020). MPS's trial deployments included “two
at Notting Hill Carnival, one at the national
Remembrance Sunday event, one at Port of
Hull, two at Stratford Westfield, two in Soho,
and two in Romford” (NPL & Metropolitan
Police, 2020: 7). MPS's deployments have
tended to take place outdoors “‘with a free
flow of subjects towards the cameras, which
were either mounted on street furniture

or on a van and set up specifically for the
duration of the deployment”. The database

Public Facing Information and Outreach

In 2019, researchers from the University of
Essex published an independent report into
MPS'’s live facial recognition trials. This report
highlights that no detailed information was
published in relation to MPS's use of live facial
recognition prior to 15th July 2018, two years
after the first trial in August 2016, with a total
of five trials having taken place by this date
(Fussey & Murray, 2019: 63). This is concerning,
particularly in light of the Surveillance
Camera Commissioner's Code of Practice
which states transparency and accountability
are “key elements of public interest when
operating AFR in public places” (Surveillance
Camera Commissioner, 2019b: 13).

The Met’'s 2018 Data Protection Impact
Assessment (relating to their trials; predating
their “operational use”), makes reference

to a “stakeholder engagement strategy ..
developed in order to both identify key
stakeholders and formulate an effective
means of communicating and developing
trust and confidence in [live facial
recognition] technology and its application
as a police tactic” (Metropolitan Police, 2018:

of faces the system was attempting to match
against “primarily comprised individuals who
were ‘Wanted Missing’ for a range of different
offences.” This database contained over 2000
individuals’ faces by the end of the Met's trial
period (NPL & Metropolitan Police, 2020: 16).
In 2020, going into the period of operational
use, the Met stated that watchlists were “to
be created not more than 24 hours prior to
[a live facial recognition] deployment” and
that “checks are carried out to ensure the
information is current and [the] person on
the watchlist remain([s] of interest to the
[Metropolitan Police Service]” (Ephgrave,
2020:10).

17). The University of Essex report notes

that civil society groups such as Liberty and
Big Brother Watch were included in these
engagements, but that representatives
expressed scepticism about the effectiveness
of these interactions. Hannah Couchman

is quoted in the report, she says ‘We don't
consider ourselves part of that stakeholder
group’. Big Brother Watch'’s Silkie Carlo said
the engagement by the Met was “responsive
rather than proactive” (Fussey & Murray, 2019:
63). When speaking with us, Carlo said that
any minimal transparency that has been
achieved is due to the proactive efforts of
civil society organisations. Carlo’s concern

is that “getting that minimal amount of
transparency has been like getting blood
from a stone.” Further, Liberty told Essex
University researchers “we think there's a
real lack of public understanding and public
engagement. [..] How you inform the public
is important. Press releases aren’'t informing
the public” (Fussey & Murray, 2019: 64).

The Essex University report raises concerns
about a lack of public engagement regarding
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the MPS trials:

We are not aware that any broader
public engagement with members of
the public or relevant civil society and
non-governmental organisations was
undertaken prior to the initiation of
the test deployments in 2016. This
would appear to be inconsistent
with the Surveillance Camera
Commissioner's Code of Practice. (Ibid.)

Oversight: Impact Assessments

In their Equality Impact Assessment, MPS
list a number of other consultations with
Metropolitan Police Service associations

and networks including their Women's
Network and Hindu Staff Association. The
Trans Network Association, Met's Black Police
Association and Sikh Police Association were
contacted but the assessment suggests
“Response awaited” (Metropolitan Police,
2020c: 23-26). In the Assessment, the Met's
Disability Support Network chair raised

a series of concerns. We were unable to
obtain an interview with the Met so cannot
confirm if or how these concerns have been
addressed. The concerns raised demonstrate
the range of factors that influence the
functioning of facial recognition systems and
the different ways bias can be embedded.
Other concerns and recommendations
included the Association of Muslim Police
(AMP) recommendation of a clear public
engagement strategy to address any
“concerns of mistrust/uncertainty via the
effective utilisation of Local Police Teams with
emphasis on ‘hard to reach communities™.
They raised concerns over the accuracy of live
facial recognition when practising Muslims
may be wearing a headscarf or a beard and
the “impact of effective lighting on [the]
BAME community” (Metropolitan Police,
2020c: 24).

WebRoots Democracy, via Freedom of
Information correspondence with the Met,
highlight that the force’s Equality Impact
Assessment was not undertaken until after
the Met's trial period with the technology.
WebRoots argue that “given that an intrusive
technology was trialled in 10 locations, many
of which with a high BAME population, this
is an alarming finding” (Chowdhury, 2020:
36). When MPS published an Equality Impact
Assessment - in contrast to South Wales
Police - they acknowledged the potential of
differential impacts based on age, gender,
race and religion. However, according to
WebRoots Democracy, “its analysis of the
racial impacts is focused on the risk of non-
English speakers not understanding that
LFR is being used. ... It does not mention
anything around the risk of some ethnic
groups being targeted more than others”
(Chowdhury, ibid). A “Community Impact
Assessment” was completed but as the
Essex University report points out, these “did
not involve direct engagement with the
community”, nor did they gather specific
views on [live facial recognition] technology
(Fussey & Murray, 2019: 66). Instead, “these
assessments comprised a compilation of
police-held statistics and general intelligence
assessments of the area”, suggesting “it is
difficult to claim community support or
public consent for the initiative” (Fussey &
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Murray, 2019: 66).

MPS’s 2020 Data Protection Impact
Assessment has a Public Consultation
section that highlights their efforts to make
information public, particularly via their
website. They also highlight their assistance
with academic research as indicative of their
communications strategy, referring to the
University of Essex report (MPS, 2020a: 40-
41). Most of this public consultation section
refers to efforts that most would not consider
consultations with the local public.

The 2020 DPIA also states that:

It may be appropriate to pursue
engagement opportunities with a
numiber of stakeholders including
[the Mayor’'s Office for Policing and
Crime], local authorities, and public
consultative or ethical review bodies.
(Metropolitan Police, 2020b: 21)

Yet it is unclear what “public consultative”
work has taken place. “Ethical review bodies”
would appear to refer to the London Policing
Ethics Panel, set up by the Mayor of London,
who have produced reports on live facial
recognition (London Policing Ethics Panel
website, no date).

In summary, as with the South Wales Police,
we find very little opportunity for substantive
public engagement. The Met has made
some efforts to inform the public and done
some consultation through its impact
assessment. We find little real consultation.
The MPS’ Independent Advisory Groups are a
promising area where consultation could be
developed, but engagement opportunities
are presently limited as their proceedings are
behind closed doors. We were not able to
identify any effective means for the public to
influence the use of live facial recognition.



Part One:

Institutional Dynamics

Scotland

Scotland has taken a more cautious
approach to FRT than South Wales Police
and MPS." Scotland’s Justice Sub-Commitee
has said they will not move forward with live
facial recognition trials for the time being,
citing concerns about discrimination by such
systems, stating, “that there would be no
justifiable basis for Police Scotland to invest in

Oversight

Wales and England’s Biometrics
Commissioner, a position held by Paul Wiles
until its abolition in 2020, was established
under the Protection of Freedoms Act 2012
in the wake of a judgement by the European
Court of Human Rights in the case of S. and
Marper v. The United Kingdom, concerned
with the retention of fingerprints and DNA
(Protection of Freedoms Act, 2012: pt.1, c.1,
para.20; European Court of Human Rights,

Public Engagement

Scotland’s Biometrics Commissioner has
responsibilities for public engagement,
largely pertaining to public awareness
(Scottish Parliament, 2019: 3). Matthew Rice,
Open Rights Group’s Scotland Director,
highlighted the form these measures could
take in our interview:

There are clear goals set for the
Scottish Biometrics Commissioner
that relate to holding a public debate
on this (FRT) and providing the public
with an opportunity to debate. .. |
think that's come from watching a
vacuum in England and Wales on this.
.. Whereas in Scotland it's quite clear

this technology” and calling such technology
a “radical departure from Police Scotland’s
fundamental principle of policing by consent
(Justice Sub-Committee on Policing, 2020: 1;
BBC News, 2020). How did Scotland arrive at
such a different place on this issue compared
to South Wales and London?

2008). With the passing of the Scottish
Biometrics Commissioner Bill in March 2020,
Scotland established its own Biometrics
Commissioner (Scottish Government, 2020).”2
The Scottish Biometrics Commissioner's remit
will include facial data. The Bill suggests the
remit will also include iris recognition and
other behavioural biometrics, such as voice
pattern recognition (Scottish Parliament,
2020a).

that it's the [new Scottish Biometrics]
Commissioner who will lead that
discussion and be expected to lead
that discussion and that'll be a metric
of their success. [...] It's not as strict as
saying yes, there has to be a citizens
assembly or anything like that. So
one thing there will be is that the
Commissioner has to establish a code
of practice which will be rules that
would underpin the use of biometrics
..and that set of rules is expected to
be left open for public consultation
(Matthew Rice, ORQ)

John Scott QC, who chaired Scotland’s

11 It was much easier to obtain access to information and interviews with key political and policing officials in our research on Scotland’s relationship with facial

recognition, than in our research on South Wales and England.

12 As of March 2021, Brian Plastow, a former police chief superintendent and lead inspector for Her Majesty’s Inspectorate of Constabulary in Scotland has been

appointed to the new Scottish post (Scottish Legal News, 2021)
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Independent Advisory Group® (IAGC) on the
Use of Biometric Data in Scotland, told us
that “we've gone from a situation where
we were lagging behind and had missed
an opportunity ten plus years ago to put

a proper oversight regime in place, to a
situation now where we've embraced the
idea of a Biometrics Commissioner.”

Following the recommendations of the IAG,
the Scottish Government drafted an outline
Code of Practice and Concept of Operations
for the Scottish Commissioner, which were
put out to public consultation (Reid-How
Associates Ltd., 2018). This consultation

took place largely online with individuals
and organisations able to make written
submissions. This was supplemented with,
“four groups of stakeholders (a stakeholder
symposium; equalities groups; police
workforce; and the Scottish Youth Parliament
Justice Committee)” (Reid-How Associates
Ltd., 2018:i). This type of consulting is
common practice on bills in Scotland before
they go through the Scottish Parliament
(Scottish Government, 2020).

The creation of a Code of Practice to oversee
how biometric data is acquired, kept, used
and destroyed for criminal justice and
policing purposes is a core responsibility of
Scotland’s new Biometrics Commissioner
and is intended to, along with Scotland’s
Biometrics Commissioner’s oversight
functions, underpin a more robust legal
regime in Scotland regarding biometrics -
including facial recognition.

Scotland'’s approach to live facial recognition
is more open than that of South Wales, there
is still a low amount of public involvement.
Scotland’s alternative direction does not
appear to have been centrally driven

by public involvement but, rather, by a

series of high profile interventions. When
consultations have taken place they have

tended to be through online portals, which
are standard practice at many levels of
government across the UK, but these can be
limited and dominated by a small number
of politically active citizens, rather than being
a wider representation of the population
(Liu, 2016). Scotland’s new Biometrics
Commissioner looks like an opportunity

for deeper public involvement in decision
making.

We suggest that Scotland’s political nuances
are worth considering to understand how

it arrived at such a different approach to
considerations of FRT than South Wales
Police and London’s MPS. William Webster,
an academic at Stirling University and a
director of CRISP (Centre for Research into
Information, Surveillance & Privacy) discussed
some of the factors leading to the approach
to FRT in Scotland.

Scotland is trying to push a different
direction. That doesn’'t mean that we
won't have face recognition. | think

it means that it will be much more
heavily scrutinised and | think the

big difference, and I'm just talking
from personal experience here, is
that Scotland has been very quick

to recognise that it's a small country
and it requires expertise. It doesn’t
have a huge civil service machine

like London. It requires expertise and
it reaches out much more readily to
the scientific community [and] to do
public consultation. It's less driven

by adversarial politics. It's a different
environment for decision making and
driving public policy. (William Welbster,
CRISP)

Further, there are key differences in civil
society landscapes. For example, Open
Rights Group have a Scottish office but not

13 The use of this term in Scotland, compared to the Metropolitan Police’s use of the same term, as noted in the last section, appears coincidental with the two

referring to quite different operations.
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a Welsh office. In Wales, the most prominent
digital rights voices speaking about South
Wales Police’s use of facial recognition

have been London based (Liberty and

Big Brother Watch, mainly). London has
received attention from digital rights groups
but their relationship with the relevant
authorities appears more strained than the
comparable relationships in Scotland. In
Scotland, civil society appears to have been
consulted or engaged with in relation to
facial recognition and adjacent issues more
than in South Wales and London, at least in
recent years. For instance John Scott QC told
us of civil society groups, including multiple
rights groups, with whom he and the
Independent Advisory Group had engaged
as part of their work. Matthew Rice from
Open Rights Group relayed an illustrative
exchange between members of Scotland’s
Justice Sub-Committee on Policing and Big
Brother Watch, who had submitted a joint-
submission to the Committee:

After the Committee session [the
Committee] said, “you must be
heading back down to do some more
work with different committees and
MPs and you must be getting bored
with trying to chat about this stuff to
Parliamentarians,” but apparently it
seemed that Big Brother Watch had
never been asked by any committee
of any Parliamentarians in England
and Wales to give them evidence.

So that was the first time that one of
the leading organisations in the UK
working on facial recognition had
given evidence to any Parliament on
the use of facial recognition, and it
was pre-emptive. There's no live facial
recognition undertaken in Scotland
at this time, but | think that's quite

a striking difference in terms of how
these two devolved powers have kind
of interpreted where facial recognition
should sit. (Matthew Rice, ORG)

In summary, after investigation and
consultation with a wide range of groups
including civil society organisations,
Scotland’s Justice Sub-Committee has said
that “there would be no justifiable basis for
Police Scotland to invest in this technology.”
Scottish authorities took a very different
approach to considering police use of facial
recognition technology than South Wales
Police and London’s MPS. Our research
suggests this different approach is connected
to political dynamics in Scotland which
include a practice of meaningful consultation
with experts from different sectors, including
civil society.
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Conclusion

In the three examples we have looked at the
public is not being sufficiently brought into
decision making regarding facial recognition.
These examples paint a picture of an uneven
landscape ranging from decisions being
made behind closed doors in South Wales
and London, to Scotland where, even though
the decision processes have been more
open there are still too limited exercises

in gaining public input. Better processes
would include democratic exercises which
empower a demographically representative
sample of the population and give them real
decision-making power to change the course
of political developments. Scotland’s new
Biometrics Commissioner may provide an
opportunity to enhance debate and public
involvement with decision making about
technology, including FRT.

There does not appear to be plans to ensure
greater public participation with police use
of FRT in South Wales and London. The South
Wales Police intend to accelerate their use

of facial recognition technologies, including
plans for a smartphone based system and
talk of integrating live facial recognition with
CCTV networks. Police in London have made
use of FRT operational.
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Risk Based Verification
Case Study

Our investigation

This work builds upon work from our last
project which flagged risk based verification
(RBV) as a predictive scoring system

used by a substantial number of UK local
authorities, with 19 mentions in the results
of our Freedom of Information requests.
(Dencik, et al.,, 2018: 20-25). In this section we
present a case study of RBV including what
opportunities there are for citizen input vis-
a-vis the implementation, deployment and
potentially the decommissioning of RBV.

RBV is not a widely discussed or researched
system; we therefore decided to base our

What is Risk Based Verification (RBV)?

Used to administer social welfare benefits by
UK councils, RBV is a system for risk scoring
claimants’ applications to justify increased or
decreased scrutiny.

RBV is a method of applying different
levels of checks to benefit claims
according to the risk associated

with those claims. .. RBV assigns a

risk rating to each HB/CTB [Housing
Benefit / Council Tax Benefit] claim.
This determines the level of verification
required. Greater activity is therefore
targeted toward checking those

cases deemed to be at highest risk of
involving fraud and/or error. (DWP, 2011:
paragraphs 5-8)

In 2011 the DWP recommended, via a circular
distributed to Housing Benefit and Council
Tax Benefit related staff, that Local Authorities

study on interviews. We used previous
research, internet searches, council minutes
and media coverage to identify councils using
RBV and to identify people we could contact.
Where we could not identify an individual

we contacted a general Revenue & Benefits
department email for the council in question.
This resulted in us speaking to a number

of managers from Revenue & Benefits
departments. In the end we interviewed six
members of staff from five different local
authorities. We contacted the DWP for an
interview on multiple occasions but did not
receive a reply.

start using RBV for Housing Benefit and
Council Tax Benefit applications, following
RBV's use on aspects of claims in Jobcentre
Plus and the Pension Disability and Carers
Service (DWP, 2011: paragraphs 1-4; DWP, 2013:
53). The circular states that the classification
of risk groups are a matter for Local
Authorities to decide, but offers the following
examples of how they might be constructed
(DWP, 2011: paragraph 9):

Low Risk Claims: Only essential checks are
made, such as proof of identity. Consequently
these claims are processed much faster than
before and with significantly reduced effort
from Benefit Officers without increasing the
risk of fraud or error.

Medium Risk Claims: These are verified in
the same way as all claims currently, with
evidence of original documents required. As
now, current arrangements may differ from
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LA [Local Authority] to LA and it is up to LAs

to ensure that they are minimising the risk of

fraud and error through the approach taken.

High Risk Claims: Enhanced stringency is
applied to verification. Individual LAs apply
a variety of checking methods depending
on local circumstances. This could include
Credit Reference Agency checks, visits,

RBV policies

An important component of RBV
implementation is the RBV policy. The 2011
DWP circular requires all Local Authorities
implementing RBV to have this policy in
place, which should detail “the risk profiles,
verification standards which will apply

.. the minimum number of claims to be
checked .. must allow Members', officers
and external auditors to be clear about the
levels of verification necessary” and must be
reviewed annually (DWP, 2011: paragraphs
14-15). The 2011 DWP circular states these
policies, “which would include the risk
categories, should not be made public due
to the sensitivity of [their] contents” (DWP,
2011: paragraph 14). This was verified in our
interviews. However, an internet search

for “risk based verification policy” reveals a

number of RBV policies that have been made

public.

Chichester District Council’'s 2017 RBV policy
notes their use of Xantura’'s RBV software

Variables used

Despite having access to some example
policies, it is unclear how the RBV software
being used makes its risk category
calculations. The Chichester policy indicates
passport possession can be a factor, but it

increased documentation requirements etc.
Resources that have been freed up from the
streamlined approach to low risk claims can
be focused on these high risk claims.

which “utilises around 50 variables to predict
the likelihood of Fraud and error” (Chichester
District Council, 2017: 2). The document
follows many of the stipulations of the DWP
circular and expands on how these should
be operationalised. For example, possession
of a passport is associated with low risk
claims, whilst claims from employed or self-
employed individuals result in a high risk
categorisation (lbid.: 3).

Rochdale Borough Council’s verification
requirements appear broadly the same
(Rochdale Borough Council, (no date:
paragraphs 3.5-3.7). Torbay Council’s
requirements are broadly the same but
include some additional detail such as
identifying student status as grounds

for requiring original documents (Torbay
Council, 2017: 5). Bristol City Council's RBV
policy includes an appendix detailing the
requirements of each risk band (Bristol City
Council, 2018).

additionally notes that the Xantura system
they were using utilises “around 50 variables”
(Chichester District Council, 2017: 2). Torbay
Council highlights the black box nature

of digital RBV systems, reflecting a point

14 Elected councillors.
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highlighted in our interviews:

A risk profile will be given to each
customer, determined by proprietary
software using statistical information
and risk propensity data gathered over
many years about what type of claim
represents what type of risk. (Torbay
Council, 2017: 4).

Echoing comments in the Chichester RBV
policy, Xantura describe the part of their
system for handling new claims:

Additional reporting

In October 2019 the Guardian highlighted
the delaying of benefits claims wrongly
categorised as high risk and raised concerns
regarding the transparency of algorithms

in the public sector (Marsh, 2019). The UN
Special Rapporteur on extreme poverty and
human rights, in a statement on his visit to
the United Kingdom in 2018, highlighted

the DWP's promotion of RBV, raised
concerns regarding the method'’s lack of
transparency and questioned the accuracy of
automation at such a scale. “The presumption
of innocence is turned on its head when
everyone applying for a benefit is screened
for potential wrongdoing” (Alston, 2018).

Big Brother Watch have highlighted the
transparency implications of keeping RBV
policies private and were concerned that one
council, in a risk assessment relating to RBV,
cited a primary concern as ensuring their
staff trusted the RBV system, rather than the
efficacy of the system (Big Brother Watch,
2018). Councils’ concern that staff may not
trust and use the RBV system as intended
was also highlighted in our interviews.

The new claims model utilises up to
date data from a wide range of UK
LA’'s and is in use at more than 40 local
authorities, all of whom are benefiting
from both increased claim processing
efficiency and higher fraud and error
detection rates at the claim gateway.
The risk model utilises circa 50 variables
to predict the likelihood of Fraud and
error at the gateway and is reviewed
and updated in order to reflect both
legislative and claimant behavioural
change.®

MedConfidential highlight that a citizen

can have their RBV risk category upgraded
but not downgraded, with no process for
appeal. They claim RBV “cuts holes’ in the
social safety net with no warning, explanation
or recourse for those individuals who fall
through them” (MedConfidential, 2020:

2). Among other issues, they highlight the
difficult position which local authorities
have been put in by the DWP following their
recommendation to use RBV. Authorities
are recommended to use RBV, but the

DWP endorses no product or company. The
available products are proprietary and their
algorithms are opaque. Therefore, authorities
(unless they develop their own RBV in house
with software or a paper-based solution)

are pushed into a situation where they are
using an algorithm which does not reveal
how it puts claimants into risk categories
(MedConfidential, 2020: 10).

15 http://web.archive.org/web/20190703211734/https://www.xantura.com/focus-areas/risk-based-verification
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Why authorities stop using RBV

Bristol City Council began using RBV for new
claims and changes in October 2014. They
state in September 2020, the point at which
they halted their use of the system,

It has not delivered the anticipated
savings in workload for staff or
significant improvements in average
processing times. (Bristol City Council,
2020:1)

Additionally, they state that despite
RBV's promoted advantage of
redirecting resources towards “high
risk” cases, it identified “very few
fraudulent cases and the management
information available has offered no
assurance of the value of this process.”
They also cite “significant changes in
the wider welfare landscape and new
technologies. Such changes include
the roll out of Universal Credit (which
has significantly reduced the number
of new claims for Housing Benefit)
and new systems such as the Verify
Earnings and Pensions (VEPS) system
“to check current earnings and pension
data provided to HMRC by employers/
pension providers”, and the DWP's
Housing Benefit Matching Service and
access to its Searchlight system “which
allows validation of almost all DWP/
HMRC benefits” (Bristol City Council,
2020:1).

Additionally, they state that despite RBV's
promoted advantage of redirecting resources
towards “high risk” cases, it identified “very
few fraudulent cases and the management
information available has offered no
assurance of the value of this process.” They
also cite “significant changes in the wider
welfare landscape and new technologies.
Such changes include the roll out of Universal
Credit (which has significantly reduced the
number of new claims for Housing Benefit)

and new systems such as the Verify Earnings
and Pensions (VEPS) system “to check current
earnings and pension data provided to HMRC
by employers/pension providers’, and the
DWP’'s Housing Benefit Matching Service and
access to its Searchlight system “which allows
validation of almost all DWP/HMRC benefits”
(Bristol City Council, 2020:1).

The Guardian reported that North Tyneside
Council had stopped using their TransUnion
RBV system due to delays incurred by the
system when it incorrectly identified low

risk claims as high risk (Marsh, 2019). A
document report by the council highlighted
that the system “provides no reason for a case
meeting a high risk category and it was found
that in most cases the reason for it being high
risk could not be established” (North Tyneside
Council, 2019: paragraph 1.5.13). Harrow
Council withdrew the use of RBV for Housing
Benefit and Council Tax Support assessments
in 2020 citing the rollout of Universal Credit
“the level of complexity of a high proportion
of residual claims” making RBYV less effective
(Harrow Council, 2020).

Our research, on the condition of ensuring
anonymity, identified two additional
councils who stopped using automated
RBV systems. The reasons given were

that the system did not make a material
difference and the roll out of Universal
Credit meant the systems were no longer
necessary. Bristol's report notes that other
councils had also abandoned the use

of RBYV, on their cancellation mentions
further examples of councils abandoning
RBV, including authorities in Manchester,
Newecastle, Nottingham, and Sheffield
(Bristol City Council, 2020: 2). A variety of
reasons have been cited for the abandoning
of RBV by authorities. Whilst we do see
accuracy concerns feature, based on this
limited number of examples, it appears
that efficiency gains and the changing
benefits environment, particularly in light of
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the roll out of Universal Credit, are primary
motivating factors.

A note on devolved administrations

All of the councils we identified as using

RBV in our previous project - and which
determined our sample for this research

- were in England. Initially it was unclear
whether RBV has been deployed in the

UK's devolved nations (Wales, Scotland,
Northern Ireland) but our research identified
that RBV has been used in Scotland and
Wales. Glasgow was an early pilot site for
TransUnion’s RBV system?'® (Glasgow All of the
councils we identified as using RBV in our
previous project - and which determined our
sample for this research - were in England.
Initially it was unclear whether RBV has
been deployed in the UK's devolved nations
(Wales, Scotland, Northern Ireland) but our

Interview analysis

We interviewed six senior members of

staff working for Local Authorities who had
been involved with or had expertise on the
implementation and operation of Risk Based
Verification systems and Revenue & Benefits
services.

Which vendor?

Vendors of RBV mentioned included
Coactiva, Callcredit/TransUnion, and Xantura.
The first three have merged over the years
but appear to have operated distinctly in the
past. RBV was found to often be offered as
part of larger public sector software packages
offered by companies like Northgate, Civica,
and Capita. These packages cover many
different aspects of Revenue & Benefits
services. Whilst it was suggested that the
norm for RBV was for a software based

research identified that RBV has been used
in Scotland and Wales. Glasgow was an
early pilot site for TransUnion’s RBV system™
(Glasgow City Council, 2009: 8) and Cardiff
Council planned to begin using RBV as
recently as January 2020 (Cardiff Council,
2019). We were unable to find examples
from Northern Ireland, likely owing to its
different benefits landscape. We did, however,
find a brief mention of Causeway Coast &
Glens Borough Council’s intention to move
to “a risk-based verification approach” for
grant applications in an effort to reduce
bureaucracy (Leisure & Development
Committee, 2018).

system, it was highlighted that a paper-
based system can still operate in line with the
DWP's guidelines.

The hegemony of a small number of major
software providers was highlighted by one

of our interviewees. They claimed Revenue

& Benefits related legislation has become

so complex that it is difficult for councils to
produce their own in-house software, so most
purchase privately developed software from
Northgate, Civica or Capita. These companies
keep up to date with legislative requirements,
including the money provided by central
government to meet the new requirements,
and they will tailor their service directly to
these constraints - including often charging
exactly the same amount of money as central
government has made available to councils

16 A document was previously available on TransUnion’s website which indicated this was their pilot (along with another pilot in Lambeth), but it has since been
taken down (https://www.transunion.co.uk/media/2064626/files/assets/common/downloads/publication.pdf). In the same document TransUnion claimed to have

introduced the concept of RBV to the DWP in 2007.
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for a given service alteration.

Why was RBV implemented?

Along with the direct suggestion from the
DWP's 2011 circular, reduced processing
times emerged as the main motivation for
implementing RBV. These can help both
reduce costs and, as was cited multiple times
by our interviewees, help meet targets driven
by national benchmarking exercises. Informal
communication between council authorities
was a noted factor, such as someone recalling
their experiences with RBV on an online
forum used by council employees, or a senior
employee wanting to use the same software
vendor as in a previous role at a different
authority.

How are decisions made relating to RBV
and who is involved with those decisions?
Final decision making on the
implementation of RBV appears to lie with
elected councillors. However, councillors
may be shielded from the details of the
system. The source of the original motivation
to implement RBV could have come from
senior staff or perhaps even someone
working in a more technical capacity - it can
vary. The idea to implement RBV could come
from marketing from a software vendor,
such as a company that a council already
has ongoing contracts with. There is usually
communication between the council and
the RBV provider relating to the details

of the system, such as what evidence is
used. However, the exact functioning of the
algorithm is a black box. Software providers
were seen by our interviewees as having
expertise that could be relied on.

In our investigation we found no
involvement of citizens at any stage of the
implementation of RBV. The system was
seen as more of a mundane, back office
system providing no reason to engage
with the public. One interviewee said how
the public might “overthink it .. [and] try
to skew the system if they're aware of [it]".

Despite such comments, the impression
from our interviews was that it was more the
perceived mundanity of the system which
meant the system was not consulted on.
One interviewee reported that their council
had considered if the public needed to be
consulted but decided against it.

Were external organisations (e.g. civil
society) consulted with?

All of our interviewees answered a variation
of no to this question. One interviewee

did highlight how they, in general, keep in
dialogue with local groups and stakeholders
in the community, but they did not engage
with those groups specifically on RBV.
Revenue & Benefits departments’ relationship
with the Department for Work and Pensions
was often cited in response to this question,
with one interviewee saying they view their
department as a subsidiary of the DWP.

Channels for internal and external feedback
Interviewees reported informal internal
channels for feedback from Revenues &
Benefits teams to higher management.
Such channels greatly depend on how
receptive senior members of staff are and
internal dynamics specific to each council.
Elected councillors seemed to be the most
likely source of feedback. They are also the
most likely conduit for the public’s views
to be heard. However, this depends on the
receptiveness and proaction of individual
councillors.

We were told comments from the public
submitted to councillors could sometimes
make their way to back office teams but
that this was not common practice. A main
barrier with RBV would be the public’s lack
of knowledge regarding the system. One
interviewee recalled that in their multiple
decades working in their job or similar
roles they had never had an experience of
feedback from the public. They said even if
some external, citizen lobbying happened
they would still take into account the cost
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of that citizen action compared to the cost
of the change being pursued - such as the
implementation of RBV.

Oversight & auditing

We asked what processes or mechanisms
there were in place for oversight or the
auditing of a system like RBV. Some reported
monthly meetings where topics such as
RBV could come up, and it seems it is from
meetings like these that decisions such as
whether to discontinue RBV would come.
Dialogue with software vendors providing
RBV was also mentioned, in particular during
the early implementation of the system
where the risk categories are tweaked.
Further, external audits were mentioned,
carried out by companies like KPMG and
Deloitte. One interviewee noted that the
first RBV related aspect auditors would

look for is the RBV policy (see subheading
above) and if it had been implemented in
line with DWP guidelines. Councils may also
carry out internal audits, risk assessments,
equality impact assessments, and the like.
Some councils ran trials for RBV prior to
deployment, with one employee we spoke
to saying their trial led to them postponing
deployment for a few years.

Evaluation of the impact of the system
upon staff and decision makers

We wanted to learn if any considerations

had been made to investigate the potential
impact of the system upon staff and decision
makers. For example, one might want to
investigate if the introduction of a new
system could lead to staff putting too much
trust in the integrity of its decisions, therefore
removing an element of human oversight

- or other theoretical circumstances one
might imagine. This was another question

to which we received a round “no” from all
interviewees. One interviewee interpreted
the question to speak about the difficulties
in getting staff to trust the system. Another
mentioned training provided by the software
vendor.

Influence of critical discourse

We asked questions about the potential
influence of critical discourse from the
media, civil society and academia. Again, we
received a “no” across the board. Criticisms in
the media of the DWP or notorious software
vendors such as Capita were mentioned
briefly but were nonetheless presented as
distant from the work of Revenue & Benefits
departments.

Impact of Universal Credit

We did not initially plan to ask about the
influence of Universal Credit but it came up
organically a few times during our interviews
and emerged as a significant factor

causing councils to abandon, reevaluate, or
reconsider RBV. Whether or not this was a
factor depended on the demographics of a
council’'s population, which influences the
types of benefits being claimed in a given
area. One council employee we spoke to was
aware that some councils were moving away
from RBV because of Universal Credit but
they stated that RBV was still nonetheless
useful to them because of how their local
demographics influenced the flow of benefits
claims. The slow, uneven rollout of Universal
Credit further means that it has affected the
use of RBV in different ways - some places
may not even have fully implemented UC
yet. Vendors of RBV software are aware of the
impact of UC and have made some effort to
justify the continued use of their software
(for example: Xantura, 2019). One interviewee
claimed Universal Credit is “something
which the software companies are very, very
concerned about”.

Examples of citizen engagement

We wanted to learn about examples of
previous, effective citizen engagement either
on RBV directly or in a similar situation. This
was another question we received a “no”
from all interviewees. One interviewee said
they had a database of residents who were
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available to be consulted on an ad hoc basis,
which was not explored in much depth in
the interview but sounded similar in part to a
citizens’ panel (Involve, no date a).

Do risk categories follow citizens?

A question we were interested in was
whether RBV's risk categorisations ever

go beyond the immediate RBV itself.

For example, could someone’s high risk
categorisation influence their provision of
public services in another area, or find its way
into court proceedings, etc.? We introduced
this question later into our interviews and
were assured that the risk scores remain
within the immediate RBV process only.

Conclusion

Our investigation sought to explore the
opportunities for citizen involvement during

the deployment and use of a system like RBV.

While we learned a lot about RBV primarily
what we found about citizen engagement
was its absence. It seems the only way that

a member of the public could attempt to
influence the provision of this system would
be via their local councillor - but this would
depend greatly on the receptiveness of the
councillor. This would depend on if a citizen
knows about RBV; a system which is not
widely publicised, often buried in council
minutes if mentioned at all. RBV was seen
by the council employees we spoke to as a
mundane, back office system. Even they do
not have a comprehensive understanding of
how it works, given the proprietary nature of
its core algorithms. It is not seen as necessary
for the public to be consulted on the use of
this system.

Significant questions remain unanswered.
What data does RBV use to produce its risk
categorisations? How can someone be sure
the data about them is accurate? Is it ok

to use the data in that way? Why are some

It was claimed that TransUnion'’s credit
referencing capabilities overlap with their
RBV provision, presumably by using similar or
the same databases. TransUnion is one of the
UK's big three credit referencing agencies.
Our research did not look into the interplay
between RBV and credit referencing but,
given that these endeavours overlap and the
opacity of the variables which are used by

a company such as TransUnion in their RBV
provision, it does not seem unreasonable

to expect some sort of link between these
two in terms of the data they draw upon. It

is worth bearing in mind that the council
employees we spoke to are potentially just
as much in the dark about the data that is
being used by RBV to make its decisions.

factors - such as passport ownership or
student status - used to determine what risk
categorisation a benefits application should
be placed within? Given the importance of
state benefits for many people’s lives it is
easy to imagine the impact a system like
this could be having. Benefits applications
can be stalled at a critical time because

of decisions which are impenetrable. First,
due to a hidden layer of local government
decision making with little to no opportunity
for public input. Second, due to black box
algorithms which use unknown variables.

There are many unknowns with RBV. The
existence of these unknowns highlights the
need for avenues for the public to influence
decision making relating to data systems.
Without public knowledge, scrutiny, and
ultimately influence, systems like RBV
produce opague regimes which may create
difficulties in individual's lives without them
even understanding the cause. Or RBV could
have little to no negative impact. The point is
that without further public input into spaces
like this, we cannot adequately know.
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The second part of the project explored
methods and models that can enhance
people’s voices in policy debates and create
new avenues for deliberation and interaction
between citizens and government. It focused
on the possibilities and challenges of

citizen assemblies, citizen juries and similar
initiatives in affecting decisions over the
deployment of data system:s.

Such practices are situated in a longer
history of participatory democracy. Pateman
notes a spike of interest in the 1960s,

Democratic innovations

As was noted already in the contextual
chapter of this report, the debate on
‘democratic innovations” has been a
burgeoning academic field built upon
notable publications, both academic and
popular (e.g. Escobar & Elstub, 2019; Fishkin,
2018; Arriaga, 2014; Smith, 2009; Hendricks,
2011; Geissel & Newton, 2012). The goal of
democratic innovations is to “increase and
deepen citizen participation in the political
decision-making process” (Smith, 2009: 5).
They tend to be positioned in contrast to
representative democracy and electoral
politics, offered either as a remedy for the
latter’s flaws or as an alternative (Escobar &
Elstub, 2017b). Some observers have argued
for the institutionalisation of democratic
innovations to either replace or augment
current systems of representative democracy
(Patriquin, 2020; Van Reybrouck, 2016).

Typical incarnations of democratic
innovations include popular assemblies,
direct legislation, and e-democracy (Smith,
2009). Baiocchi & Ganuza propose the
following list:

Literature Review

reemerging around the turn of the century
(Pateman, 2012). Boeker & Elstub point to

a rise of participatory democracy in the
1970s, followed by the arrival of deliberative
democracy in the 1980s and 90s which
cemented a normative revival in democratic
theory. Prominent conceptual angles of the
contemporary debate on the participatory
reform of democracy include democratic
innovations and mini publics. In this section
we will briefly review these and related
concepts.

Democratic innovations cover a wide
range of instruments: participatory
budgets, citizen juries, deliberative
surveys, referenda, town meetings,
online citizen forums, e-democracy,
public conversations, study circles,
collaborative policy making, alternative
dispute resolutions, and so on. (Baiocchi
& Ganuza, 2017: 39)

The shape, scale and purpose of innovations
varies, however, as Newton's caveated
definition highlights:

A democratic innovation may be
defined for present purposes as the
successful implementation of a new
idea that is intended to change the
structures or processes of democratic
government and politics in order

to improve them. It is difficult to

go beyond this vague and empty
formulation because democracy itself
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is an essentially contested concept,
and hence there is argument about
what helps or hinders its improvement.
(Newton, 2012: 4)

Whereas Newton casts a wide net, noting
that “political innovations are a matter of
degree, ranging from small but discontinuous
changes, to large and potentially
revolutionary ones’ (Ibid.: 5), other authors
emphasise the more substantial contribution
of the concept and practice “to the crucial
exercise of imagining the potential future
direction of advanced industrial democracies”
(Smith, 2009: 200) and distinguish it from a
focus on “small-scale institutional structures:
town meetings, workers’ cooperatives,
neighbourhood governance, etc.” (Smith,
2009: 2). Most academic approaches to
democratic innovations share an interest in
the reform of existing institutions of liberal
democracy, rather than a focus on grassroots
mobilisations. Yet some scholars have

called for “a more direct focus on facilitating
leadership of the disempowered and
diversification of the contexts of democratic
innovations” (Wojciechowska, 2019a) and
increased attention to economic inequality
(Solt, 2008).

Boeker & Elstub note how differences
between democratic methods - including
factors such as inclusiveness, duration,

Mini-publics

Mini-publics constitute a specific collection of
democratic innovations which bring together
a (more or less) small sample of the wider
population, often based on randomised
selection of participants, and foster a
deliberative dialogue. They include different
models, such as citizens' juries, consensus
conferences, planning cells, deliberative

polls, and citizens’ assemblies (Escobar &
Elstub, 2017a; Breckon, et al,, 2019; Bryant &

selection method, activities, and outputs

- can influence the critical capacity of a
resulting democratic exercise (Boeker &
Elstub, 2015). Bryant & Hall highlight that
design elements of participatory initiatives
can influence a process and its outcomes
substantially. For example, they emphasise
the importance of considered citizen
recruitment strategies to avoid “the problems
of self-selection and the participation of the
‘usual suspects™ (Bryant & Hall, 2017: 7).

Democratic innovations thus differ according
to the degree to which they remain tied to
established democratic institutions. Many

of their iterations may address what Warren
calls “governance-driven democratisation”

as governments, technocrats and
administrators take an interest in democratic
experimentation (Warren, 2009). This
contrasts, according to Patemen, with

earlier debates on democratic theory which
concerned the meaning of democracy itself
(Pateman, 2012). However the engagement
with institutional reform can explore new
participatory avenues and shift political
systems. Advancing strategies of political
participation can certainly, as Wojciechowska
argues, address a disconnect from political
practice (Wojciechowska, 2019b). Discourse
around democratising state-citizen relations
and public institutions are considerably
influenced by the growing field of democratic
innovations.

Hall, 2017). However their exact shape and
relevant criteria vary across different scholars
and studies, and categories of mini-publics
are often bent or reshaped depending on
their required usage. They often differ mainly
regarding participant numbers and selection
(Contact Consulting, 2018; Bryant & Beddow,
2017; Ada Lovelace Institute, 2021).

A core feature of mini-publics is usually
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considered to be their use of random
selection, most often via a method known as
random stratified sampling

so that a range of demographic
characteristics from the broader
population are adequately represented
- e.g. age, gender, ethnicity, disability,
income, geography, education, religion,
and so on. (Ecobar & Elstub, 2017a: 1)

However, while some scholars regard
randomised selection as definitional (e.g.
Smith, 2009) or an indicator of quality

(e.g. Fishkin, 2018), others highlight the
importance of considering minority groups
and affected communities, particularly “when
populations have been constituted in starkly
inequitable ways” (Steel, et al., 2020: 47).
While mini-publics are often claimed to be
a social science method able to assemble a
microcosm of the public, the Ada Lovelace
Institute has noted that they

“can never be statistically representative
of the wider population, nor should
they aim to be. Instead, they should
reflect the diversity of views within a
population. (Ada Lovelace Institute,
2021:15)

Similarly, Shared Future c.i.c. - a further
institutional actor that has organised and
informed mini-publics - emphasises the
importance of recruiting “people who

are usually excluded from participatory
processes” (Bryant & Beddow, 2017: 4). Steel
et al. respond to the range of interpretations
of representativeness and diversity by
suggesting a

purposive design approach that
emphasises articulating the aims of
deliberative mini-publics and linking

them to concepts of representativeness
and diversity, which can then guide
recruitment strategies. According to
this approach, deliberative mini-publics
may differ in their aims, and a single
mini-public may have mixed or hybrid
aims. (Steel et al., 2020: 46)

They contrast this approach, with its
“attempts to proceed deductively from
universal principles of demo